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The probability density function of true value of
Poisson distribution parameter for observed number
of events is constructed by computer experiment. The
analysis of the PDF confirms that this distribution is

gamma-distribution.
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Introduction

Let us consider the Gamma-distribution with the density of
probability

x* le” B
9:(B, ) = BT (a) (1)

At change of standard designations of Gamma-distribution

1
—aand r on a, n+1 and A

B

the following formula for density of probability of Gamma-distribution
takes place

an+1

gn(a, A) = me‘“’\)\”, (2)

where a is a scale parameter and n + 1 > 0 is a shape parameter.

Suppose a = 1, then the density of probability of Gamma-
distribution I'y ;41 looks like Poisson distribution of probabilities:

n

A
gn(A) = ﬁe_A, A>0, n>—L. (3)



Advanced Computing and Analysis Techniques in Physics Research
December 1-5, 2003
KEK, Tsukuba, Ibaraki, Japan

As it follows from the article [1] (see also [2]) and is clearly seen
from the identity [3]

S (k) + P gNaA+ X Jkid) =1, e (4
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for any Ay > 0 and Ay > 0, the probability of true value of
parameter of Poisson distribution to be equal to the value of A in
the case of one observation n has probability density of Gamma
distribution I'; 14p,.

The mean, mode, and variance of this distribution are given by
n+ 1, n, and n + 1, respectively.

It means, the observed value n is associated with the most
probable value of parameter of Poisson distribution, and the mean
value of the parameter of Poisson distribution should correspond
ton + 1, i.e. the estimation of parameter of Poisson distribution
by one observation is displaced on 1 from the measured value of
number of events.

The equation (4) also shows that we can mix Bayesian and
frequentist probabilities.

As a result, we can easily construct the confidence intervals,
to take into account systematics and statistical uncertainties of
measurements at statistical conclusions about the quality of planned
experiments, to estimate the value of the parameter of Poisson
distribution on several observations (3, 4].
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Nevertheless there are works in which the approaches based
on other assumptions of distribution of true value of parameter of
Poisson distribution at presence of its estimation on one observation,
for example [5], develop.

On the other side the works using methods Monte Carlo for
construction of confidence intervals and for estimations of Type
[ and Type II errors in the testing of hypotheses recently have
appeared [6, 7).

Therefore the experimental test with the purpose to confirm,
that the true value of parameter of Poison distribution at one
observation has density of probability of Gamma-distribution, and
with the purpose to check up applicability of methods Monte Carlo
to such tasks was carried out.

The computer experiment

From the eq.(4) follows, that any prior, except the uniform, on
value of parameter of Poisson distribution in distribution of true
value of this parameter at presence of the measured estimation n
is excluded by existence of the boundary conditions determined by
the sums of appropriate Poisson distributions.

Therefore we carried out the uniform scanning in parameter of
Poisson distribution with step 0.1 from value A = 0.1 up to value
A = 20, playing the Poisson distribution of 30000 trials for each
value A (Fig.1) with the using of function RNPSSN [§].
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nn of realizations

Figure 1: Amount of occurrences of n in the interval from 0 up to 9. Scannings in
parameter of the Poisson distribution (30000 trials at each value of parameter \) was
carried out with step 0.1 in the interval of A from 0.1 up to 20

After scanning for each value of number of the dropped out
events n the empirical density of probability of true value of parameter
of Poisson distribution be A if the observation is equal n was
obtained.
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The analysis of results

In Fig.2 are shown the distribution (a), obtained at scanning
in parameter A with the selection of number of the dropped out
events n = 6, and distribution (b) I'; 7, the appropriate area.

One can see that the average value of parameter A =~ 7.

It means, the number of observed events is the estimation of the
most probable value of the parameter of Poisson distribution (the
mean value has bias).
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Figure 2: Distributions of occurrences of value n = 6 depending on value of parameter .
The distribution (a) is obtained at Monte Carlo scanning in parameter A. The distribution
(b) is obtained by direct construction of Gamma-distribution I'; 7
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The same distributions obtained by the selection of number of
dropped out events n = 0 (Fig.3) and n = 8 (Fig.4) in logarithmic
scale also are shown.
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Figure 3: Distributions of occurrences of value n = 0 depending on value of parameter .
The distribution (a) is obtained at Monte Carlo scanning in parameter A. The distribution
(b) is obtained by direct construction of Gamma-distribution I'; ;
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Table 1: The probability of compartibility
n | probability
1.000000
0.999646
0.992521
0.999986
0.999969
0.999084
0.999986
0.999892
0.752075
0.974236

© 0O ~J O U i W NN+~ O

In Tab.1 are presented the values of probabilities of compatibility
of the empirical distribution, obtained Monte Carlo by the scanning
in parameter A, and the appropriate Gamma-distribution for values
n from 0 up to 9.

The calculations are based on the Kolmogorov Test (the function
HDIFF of the package HBOOK [8§]).

The authors of a package as criterion of coincidence of two
distributions recommend to use the requirement of value of probability
of compatibility more than 0.05.
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In Fig.4 the least conterminous distributions are given.
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Figure 4: Distributions of occurrences of value n = 8 depending on value of parameter .
The distribution (a) is obtained at Monte Carlo scanning in parameter A. The distribution
(b) is obtained by direct construction of Gamma-distribution I'; g

Thus, the obtained results do not contradict the statement
that conditional distribution of true value of parameter of Poisson
distribution at single observation has a Gamma-distribution.
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Conclusion

In the report the results of the computer experiment on the
check of the statement, that true value of parameter of Poisson
distribution at an estimation of this parameter on one observation
n is the Gamma-distribution I'y ,,11, are presented.

The obtained results confirm the conclusions of the paper [3, 4]
about a kind of conditional distribution of true value of parameter
of Poisson distribution at single observation.

Note, that the given results also specify the applicability of
method Monte Carlo for construction of conditional distribution
of the true value of parameters of various distributions.
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