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1. INTRODUCTION
Architectures used for controlling large red-time systems have dways reflected the evolution of computer technology.
Historicdly they have been based on:

» central comput ers (mainframes)
* minicomputers (with thefirst red-time kernd s)
*  MiCroprocessors

When the concept of a central computer - or computer duster - was aandoned the technology of interconnections to
share data and commands between di stri buted control units became a key dement of the architecture.
Datatransport architectures evolved from:

DMA channds point to point single master  fast

through:

GPIB multidrop multimaster slow
up to:

bus extensions multidrop multimaster fast

Locd area networks are now a standard festure in computer architecture and have provided well-established soluti ons to
control the operation of dfferent computers with:

* FEthernet (TCP-IP)

and

» FDDI (being well establ ished)

and

e ATM (about to provide the next step in performance)

However these interconnections do not provide a natural control flow and therefore are not well adgpted for systems
requiring a deterministic behavi or.

With the enormous growth of the processing power achieved by the PowerPC processors - an order of magnitude a the
lowest end of the line compared with the 68040 generation - with the satisfactory experience acquired with red-time
UNIX on VME plaforms and with the emergence of PCI as a mezzanine carrier bus a new archit ecture can be planned



2. BASIC ELEMENTS OF THE ARCHITECTURE

Detal ed hereis an architecture whi ch is both up-to-det e as to technology and gppropriate for red time applications.

Hardware Elements Consist of:

* Input / Output Couplers (VME Boards or PMC Mezzanines)
* Red-Time Processing Units, 2 types of platforms:
- Devdopment Platforms 603, 604, 620 based with single PMC

- Target Platforms 603, 603E, 604E based multiple PMC
* Inter System Couplers (VIC, FDL)

(Data Movers)
* Network Couplers (FDDI, ATM)

Software Elements Consist of:

* Lynx-OS (or VxWorks) devdopment suite incuding:
- sdf-hosted devd opment systems
- diskless devdlopment systems
- target systems

» Complete set of:
-VME
-VSB
-VIC
- FDL
- FDDI
-ATM  libraries or diivers

* interprocessor synchronization mechanisms
» extensive s& of low-leve debugging tools
» advanced object oriented middeware, eg. RTWorks

2.1 Thelnput/ Output Couplers

The I/O couplers are connected ether drectly to VME in the case of couplers requiring no on-line dynamic data
manipulation, such as ADCs and DACs, or to the PCI bus in the form of PMCs (PClI Mezzanine Cards) when either
complex or dynami ¢ data manipulation is required

In the later case they are housed on a PowerP C-based I/0 controller (RIO2 8060).

2.2 The Redl-Time Processi ng Units

Two PowerPC-based processors with dfferent special enhancements for red time use have been designed as
complementary platforms, because asingle design could not meet dl requirements.

The two platforms are

» thedevdopment platforms (RTPC 8067)
» thetarget plaforms (RIO2 8060)



2.2.1 The Devdopment Plaforms

The devdopment plaforms are compl ete sdf-hosted devd opment systems providing the following facili ties:

» full hardware and software development environment for the target plaiforms

» top of theline processing power for massive on-line mathematicd anaysis

» top of theline VME / VSB performance with an inteligent controller to guarantee a steble processing power even
with high or random VME or VSB bus activi ties.

The devdopment plaforms have a system memory structure organi zed to run a full-featured red time UNIX (Lynx-OS)
providing a comfortable and effici ent software environment. Object oriented middeware (RTWorks) is dso avalable at
this levd.

A block dagram of the RTPC 8067 is shown be ow:
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Fig. 1. RTPC 8067 block d agram

A dtal ed implementation of the RTPC 8067 is shown beow:

The RTPC 8067 is based on the industry-leadng IBM PowerPC chip; ether the 603 clocked a 66 MHz or 603E / 604
chip dockeda 100 MHz This ddivers stae-of-the-at performance and a guaranteed power escdation pah in a single-
slot VMEbus 6U form factor. A complete set of 1/0O functions, induding VME, VSB, Ethene and SCSI, are dso
provided, making the RTPC 8067 truly a single-board computer. The performance of the RTPC 8067 is bdanced
between raw CPU throughput and 1/0 bandwi cth, offering solid processing speed without the 1/O bottlenecks that often
impede RISC CPUs' performance on other boards. The RTPC 8067 uses the industry standard PCl as a backbone bus. It
dso provides a PCl mezzanine for add-on off-the-shdf PCI interfaces as well as PCl extension bus.



Architecture and Operaion

The RTPC 8067 consists of severd subsystems, each of which provides a speci fic functi on. These subsystems are
interconnected on one PCI bus.

CPU Subsystem

The CPU subsystem is contained on a daughter card and is built apund the 64-bit PowerPC chip. The PowerPC
processor is docked & 66 or 100 MHz and has an on-chip 2 x 8 kB of first levd cache It is interfaced to an optiond
externd 512 kB second level cache It is dso bridged to the PCI bus and interfaced to the DRAM (8 up to 128 MB)
using the IBM Lana - Kauai chipset. An unusual but vita featureis the support of the second level cache with a size of
512 kB. ECC is provided for the second leve cache and the DRAM.

A multiplelevd write buffer is provided to minimize CPU stdl cydes during writes to the memory and PCI bus.
Coupled with single-dlock DRAM access during cache refill s, this minimi zes the number of CPU cydes wasted due to
CPU dtdls.
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Fig. 2. CPU Subsystem
PCI Bus

The PCI bus is a high-speed synchronous pardl d 32-bit bus diven by a 32 MHz synchronous protocol. The PCI bus
provides a susta ned 128 MB/s bandwi dh. The following potentiad masters are connected to the PCI bus: the PowerPC
CPU and the DRAM viathe Lana - Kaua' chipset, the Ethernet controller, the SCSI controller, the SUB 1/O bus, the
PCI extension, the VME inteface, and the optiond VSB inteface. These masters share the PCI bus through a central
arbiter. A PCI extension connector is avalableto connect the PMC extension card (PEB 6406 and PEB 6407).

Globad Memory

The globd memory resides on the CPU daughter card and on an optiond memory extension piggy-back, providing
storage ranging from 8 to 128 MB. It supports ECC and communicaes with the CPU via the Lana - Kaua' chipset. It
is dso interl eaved on two dternae banks to provide the bandwi cth reguired for maximum speed CPU cache refill s.

VME and VSB Interfaces

CES has designed a special VME / VSB to PCI interface with a peformance exceading that of other commercidly
available products.

The VME interface works in master and slave modes; the optiond VSB interf ace works in master mode only. Both have
block transfer capabilities, 64-bit BLT for VME and 32-bit BLT for VSB. The respective bandwi dth reeches 80 Mbytes/s
for VME and 40 Mbytes/s for VSB. A 64 x 32 bit deegp FIFO offers an optimal use of the PCI, VME and VSB busses
by peforming write posting and read prefetch. An indgpendent DMA logic is assod aed with the bus interf aces and the
64 x 32 bit deep FIFO dlowing very high speed linked-list data transfers. The VME slave interface dlows the mapping
of theinternd resources (DRAM, FIFOs, SRAM, CSR, ec.) through size programmable windows (16 Mbytes to 128
Mbytes), addressable from the VME bus.



The master intefaces use a unique MMU architecture to dlow mapping of the VME and VSB addresses as they are
written to by the CPU or the DMA logic. Windows, 4096 in number, of 64 kB each are provided for a flexible mapping
of the VME and VSB spaces. Each window contai ns information such as high address, AM code, and the VME and VSB
access enables. This architecture dlows the user to build dl addessing modes on the VME and VSB and to mgp the
addess transferred to the externd bus to any desired vdue Each master inteface has its own dedicated abitration
requester with dl available options implemented The VME interface dso provides a full slot 1 arbiter induding time
out generator and ROR, RWR and Fair and Hidden arbiter modes.

Communicaion FIFOs

The RTPC 8067 provides eight communication FIFOs (32-bit wide and 255 words degp) which can be accessed for
READ and WRITE operaions by the CPU and the VME slave. They can be used to implement a multiprocessor
message passing cgpabi lity. Each FIFO may be configured to interrupt the CPU when empty, not-empty or full, viaa
set of registers accessible from the I/O-bus control operation.

I/0 Interfaces

Only the special festures will be descri bed, Ethernet, SCSI and other interfaces being standard

Locd Resources

The RTPC 8067 locd resources indude a Flash EPROM, an SRAM, a red time dock, timers and an interrupt
controller. These resour ces are connected to the PCI bus viaglue logic.

Flash EPROM

The Flash EPROM memories conta ning the bootstrap program, firmware and monitor program are built aound
4 Mbits Flash EPROMs dlowing capacities from 1.5 to 6 Mbytes. Special utilities are avalable in the PROM
monitor to support management of the Flash EPROMs (down-load ng programs, ROMabl e kernd s, ...).

SRAM M emory

A 128-KB SRAM memory is provided on the RTPC 8067. This memory is used as a working space for the second
processor (the R3051) andit can dso be used as a dta communication space.

Red-Time Clock / NVRAM

A red time dock is implemented on the RTPC 8067 using the M48T18 chip. It has a backup batery for saving the
time-of-day vaue, and an 8 kB nonvol aile memory space.

Timer-Counters

Three additiona 16-bit timers (1 ps resolution) are provided using a Zilog Z-CIO 8536 chip. They have programmable
multi-function outputs and flexible re-tri gger facilities for timer control and synchronization. Signd s are available on the
on-board connector.

Interrupt controller

A CES ASIC, the SIC 6351 chip, isusedas alocd interrupt controller and as a VME interrupt generator. The SIC chip
can hand e up to 48 vectorized or non-vectorized interrupt sources.

List Processor

A List and Boot processor based on the R3051 RISC chip is provided on the RTPC 8067. This processor is used during
the boot process to down-l oad the PowerPC CPU operating parameters, and to program the RTPC 8067 configurable
logic. It is interfaced to the PCI bus via glue logic and communicaes with the PowerPC processor through control
logic. Furthermoreit can control dl the VME / VSB 1/O flow, thus rdieving the PowerPC engine of this tedous task,
and hence providing the highest computing power from tha processor.



2.2.2 The Target Plaforms

Thetarget platforms are optimi zed for ddlivering the maximum power on:

« VME
« VSB
« PCI

from alow-power PowerP C processor equipped with gpplication orient ed software of the embedded type. This means the
system memory architecture is specially adgpted to this task with a much larger Flash EPROM memory than on the
devdopment machine.  The fan-out for PMCs is dso larger than on the devdlopment machine, most goplications
requiring two or more PMCs. It must be noted that both platforms support drect access between PCl and P2 with high
speed bus backpl ane supported (VSB €c.).

A ddtal ed implementation of the RIO2 8060 is shown bdow.

The PCB accommocdktes ether the 603 chip clocked a 66 MHz (RIO2 8060-603) or the 604 chip docked & 100 MHz
(RIO2 8060-604) and ddivers state-of-the-at peformance and a guaranteed power escdation path in a single-slot
VMEbus 6U form factor. A complete s&t of 1/O functions, induding VME, VSB and Ethernet are dso provided The
peformance of the RIO2 8060 is bdanced between raw CPU throughput and I/O bandwi ath, offering solid processing
speed without the 1/0 bottlenecks that often impede the CPU performance in other boards.
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CPU Subsystem

The CPU subsystem is built around the 32-bit Power-PC 603 / 604 chip from IBM. The Power-PC 603 processor is
cocked & 66 MHz whereas the Power-PC 604 is docked a 100 MHz and has an on-chip 2 x 8 kB cache. It is bridged to
the PCI bus and interfaced to the DRAM (32 / 64 / 128 Mbytes), using the IBM Lanai/Kaua (IBM 660 Bridge) chipset.

A Multipleleve write buffer is provided in order to minimize CPU stdl cydes during writes to the memory and PCI
bus. Coupled with single-dock DRAM access during cache refill s, this minimi zes the number of CPU cycles wasted due
to stdls.

PCI bus

The PCI bus is a high-speed 32-bit bus diven by a 32 MHz synchronous protocol. The PCI bus provides a susta ned
128 Mbytes/s bandwi cth. The following potentid masters are connected to the PCI bus: the Power-PC 603 / 604 and the
DRAM viathe Lanai / Kaua (IBM 660 Bridge) chipset, the Ethernet controller, the Sub I/O bus, the PCI extension, the
VME interface and the optiond VSB interface These masters share the PCI bus through a central arbiter.

PCI mezzanines

The RIO2 8060 supports two indgpendant PCl mezzanines on the PMC form factor. These PCI interf ace mezzanines can
use the full PCI bus bandwi cth (128 M bytes/s). The RIO2 8060 has afront pane cut a the PCI interface board leve to
dlow the connection of their I/O signd s. A PCI extension connector is provided & the bottom of the card to extend the
mezzanine number to 4 or 6 PMCs.

Globd Memory

The on-board globa memory provides storage ranging from 32 to 96 Mbytes and supports deta parity. An extension
pigagy-back of 16 to 64 Mbytes can be added to the motherboard The globad memory communicates with the CPU via
the Lana / Kauai (IBM 660 Bridge) chipset. It is dso interleaved on two dternate banks to provide the bandwicth
required for maximum speed Power-PC 603 / 604 cache refill s.

Flash EPROM

The Flash EPROM memori es contai ning the bootst rgp program, firmware and monitor program are composed of 8 Mbit
Flash EPROMSs dlowing acapacity from 4 to 8 MB. The Flash EPROMs can be programmed on-board through 4 kB

pages.

VME and VSB interface

The VME and the optiond VSB externd bus intefaces (VSB interface is implemented on one of the PMC mezzanines)
both work in master and slave modes and have block transfer cgpabi lities, 64-bit BLT for VME and 32-bit for VSB. The
respective bandwi cth reaches 80 Mbytes/s for VME and 40 Mbytes/s for VSB. A 64 x 32 hit deegp FIFO offers optimal
use of the PCI, VME and VSB bus by peforming write posting and read prefetch. An indgpendent DMA logic is
associ ated with the bus interfaces and the 64 x 32 bit degp FIFO dlowing very high-speed linked-list deta transfers. The
slave intefaces dlow the magpping of the internd resources (DRAM, FIFOs, CSR, ec.) through size-programmabl e
windows (16 MB to 128 MB), addressable from the VME and VSB buses.

VME and VSB interf aces are identi cd with those of the RTPC 8067

VME Slot 1

The Slot 1 controller can be ether enabled or dsabl ed, as a single VME Crate may contain several RIO2s, esch one
running a dfferent embedded application. It supports ROR, RWR and Far and Hidden requester modks.

Remote Externd Reset

This is amandat ory requirement for dstri buted systems; it has been implemented on the front pand of the board (LEMO
00).



2.3 Inter System Couplers (Data Movers)

In distri buted red time architectures deta is first reduced a the locd leve, and then a common set of globd parameters
has to be maintained through the entire system. Furthermore this data has to be refreshed a the right frequency to provide
aglobd ly coherent image.

Several soluti ons have been tried up to now, the most popular ones being:

» transparent memory -mapped access to remote resources (VME to VME repegter, VIC bus, ....)
» reflective memory architectures

They are offered dther as dternatives or additi ons to memory -mapped connections (VIC bus).

These soluti ons provide an excdl ent access time which is dose to the ddta transportetion time, as none of the dita
encapsulation needed in network solutions is required They provide an accept able bandwi cth.

Reflective memori es however are not well adgpted to the power of the red time processors, as they are not ale to
present deta which has not been presd ected, and modfi cation of the detabase, if possible, is alengthy process.

To benefit from the new processing power of RISC processors, a new concept including more possibilities and setting a
new standard had to include:

» daatransportaion should occur a the same speed as on thelocd backpl anes (50 to 100 MB/s)
» daatransportaion should not interfere with the acquisition and processing of thelocd units.

i.e: Max. Dataacquisition
AND
Max. Daareduction
AND
Max. Daatransportation

cgpabi lities available a the sametime
» datatransportaion should combine the flexibility of memory mapped connections with the features of reflective

memory and dynami ¢ data base reconfiguration. The Fast Daa Link provides dl these features. The table bdow
gives an overvi ew of the FDL rdati ve to other soluti ons.

Speed CPU Event | Globd
(Mbytes/s) | occupancy (%) | Trigger| time
VME to 5-10 10-60 Yes No
VME
Reflective 1-15 10-60 No | Vaiable
Memory
FDL 15-40 0-5 Yes Yes
FDL + 40-100 0-5 Yes Yes

The speads of deta collection, locd data processing, data transmission and data dstribution need to be matched and
achieved by an independent agent which ddivers the datato the processing units.

The Fast Data Link concept embeds 3 dfferent agents:

» adaagahering agent
* adaatransfer agent
» adkascatering agent

The FDL is avalable on 2 dfferent busses: VME (FDL 8050) and PCI (FDL 7217). Explanations will be given with
reference to the VME implementation.



The data gathering and dstri bution methods and the software aspect s rd aed to system architecture are descri bed here.  For
amore complete view see, “FDL, aDeerministic 100 Mbytes/sec DataLink” by J. Bovier and J-F. Gilot, paper M3A-b
of these proceed ngs.

The Data Gathering M echanism

The FDL 8050 is equipped with a fully block-cagpable D64 VME Master Interface which operaes as both a high speed
VME Master and a VME Slave interface It is used to download the acquisition list as wel as to read the status of the
Fast Daalink.

Data gathering can be done as a succession of single shot transfers, a chained list of block transfers or any combination
thereof.

A complete VME crate can beread in asingle operation in the sparse deta scan mode. The FDL 8050 is equipped with a
detection mechanism for an end of block, with automatic skip to the next block of data Sparse Data Scan (SDS)
operations are theref ore possible a very high speed The complete crate can thus be read in a single operation & a rate
exceeding 50 MBY/s.

Thelist of VME transfers can be downloaded via the VME Slave port for dynamic operation, or can be stored in a locd
EPROM.

Trigger Condtions

Data gathering is extremdy flexible, as the most common trigger modes have been implementedt

1. Externa Trigger

The FDL 8050 is equipped with 4 externd trigger lines to start the data gathering upon reception of externd stimuli
coming from the equipment.

2. Synchronous Acquisition

Data gathering can dso be stated by a time base which is common to dl FDL interfaces on the network and can be
programmed with aresolution of 1 pus. The FDL maintains acentral dock so that dl data acquired within the system are
correctly dignedin time.

3. VME Request

Data gathering can dso stat upon receipt of alocd VME request which can be either an interrupt or a write to a special
register.

Data Distribution Mechanism

In the same way that a deta acquisition list can be introduced in the Fast Daa Link, a data dstribution list can be
programmed according to the client / server concept. Data can be stored into any VME resource which is located in the
receiving crate and described by an address and address modfi e combination. Agan this process takes place under
control of the VME Measter port of the FDL. The locd dstribution speed exceeds 50 MB/s if the Slave resource is
equipped with an optimized VME Slave inteface.  An interesting possibility which results is the on-line sdective
dstribution of data The on-board processor in charge of the VME dstribution can be programmed to associ ae the
arival of given datawith adstri bution mechanism.

User | nterface Library

The Fast Data Link concept is aset of hardware and software tools. The hardware vehicl e in the VME environment is the
FDL 8050. Now we will descri be the software tools. They can be dvidedinto 2 groups:

e on-board firmware
o use leve library

The on-board firmware is fixed and cannot be modfied by the user. The firmware of the VME side CPU (VCPU) can
eventudly be findy tuned for a special VME readout or dstribution sequence. The firmware of the Link side CPU
(RCPU) cannot be accessed as it controls dl the network functi ons. The on-board firmware ddivers dl the entry points



on the VME andon the Link side to control the Fast Data Link operaion through a user interface library. This library
iswritten in C and can be linked to user programs devel oped on the most popular UNIX and red time operaing systems.

FDL System Appli cations

s

Fig. 4. Typicd Aerospace Application

2.4 The Network Couplers

Three types of network connections are supported

* Ethernet (TCP-IP)
+ FDDI (TCP-1P)
« ATM (under test)

TCP-IP Networks have several functions. They are used to transfer the programs from the devdlopment stations to the
targat plaforms (TCP-IP on Ethernet). They are dso used as a protocol layer under NFS and FTP to connect any X-
Window termind to one of the development stations and to provide access to a unique development dsk shared by dl the
deve opment stetions.

Ethernet is provided as a basic functi on to al the processors - ether devdlopment or target. FDDI is used as an optiond
interface in the form of a PMC on both plaforms. It provides not only a faster throughput than Ethernet but dso a
more stable one as collision avoidance mechanisms areincluded in the protocol. ATM is beng tested as a the next step
ater FDDI but with extensive modfi cations to indude a flow-control mechanism, a manda ory requirement for red time
goplications where two basic criteria must be respectedt

* noloss of ceta
* aguaranteed worst case performance

CES has devedloped a PCl ATM interf ace corresponding to these requirements. It takes benefit from the latest ATM chip
sa avalable and incorporates not only a fiber optic standard SONET connection but aso a pardld copper connection
equipped with a flow control mechanism (Xon-X off type). The flow control connection can be used either in drect
connections or in switch based connections with an ATT Phoeni x switch.

3. CoNCLUSION

This red-time system architecture has been successfully tested in dfferent large control gpplicaions. It provides a
significant improvement in the overd | peaformance of the systems together with a much simpler opeaion. The
stability of the system has dso been significantly improved as dl key dements are pre-packaged to work together.
Future extensions are by the scd ability of every component of the system.



