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1. INTRODU CTION

Archit ectures used for contro lling large real-t ime system s have always  reflec ted the evolut ion of comput er techno logy.
Histor ically they have been based on:

• centra l comput ers (mainf rames)
• minico mputers (with the first real-t ime kernel s)
•    microp rocessors

When the concep t of a centra l comput er - or comput er cluste r - was abando ned the techno logy of interc onnections  to
share data and comman ds betwee n distri buted contro l units became  a key elemen t of the archit ecture.

Data transp ort archit ectures evolve d from:

DMA ch annels point to point single  master fast
throug h:
GPIB multid rop multim aster slow
up to: 
bus ex tensions multid rop multim aster fast

Local area networ ks are now a standa rd featur e in comput er archit ecture and have provid ed well-e stablished  soluti ons to
contro l the operat ion of differ ent comput ers with:

• Ethern et (TCP-I P)
and
• FDDI (being  well establ ished)
and
• ATM (about to provid e the next step in perfor mance)

Howeve r these interc onnections  do not provid e a natura l contro l flow and theref ore are not well adapte d for system s
requir ing a determ inistic behavi or.

With the enormo us growth  of the proces sing power achiev ed by the PowerP C proces sors - an order of magnit ude at the
lowest  end of the line compar ed with the 68040 genera tion - with the satisf actory experi ence acquir ed with real-t ime
UNIX on VME platfo rms and with the emerge nce of PCI as a mezzan ine carrie r bus a new archit ecture can be planne d.



2. BASIC ELEMENT S  OF  THE   ARCHITE CTURE

Detail ed here is  an archit ecture whi ch is both  up-to-dat e as to te chnology a nd appropr iate for r eal time a pplication s.

Hardwa re Element s Consist of:

• Input / Output  Couple rs (VME Boards  or PMC Mezzan ines)
• Real-T ime Proces sing Units, 2 types of platfo rms:

- Develo pment Platfo rms 603, 604, 620 based with single  PMC
- Target  Platfo rms 603, 603E, 604E based multip le PMC

• Inter System  Couple rs (VIC, FDL)
(Data Movers )

• Networ k Couple rs (FDDI,  ATM)

Softwa re Element s Consist of:

• Lynx-O S (or VxWork s) develo pment suite includ ing:
- self-h osted develo pment system s
- diskle ss develo pment system s
- target  system s

• Comple te set of:
- VME
- VSB
- VIC
- FDL
- FDDI
- ATM librar ies or driver s

• interp rocessor synchr onization mechan isms
• extens ive set of low-le vel debugg ing tools
• advanc ed object  orient ed middle ware, e.g.  R TWorks

2.1 Th e Input / Output Cou plers

The I/O couple rs are connec ted either  direct ly to VME in the case of couple rs requir ing no on-lin e dynami c data
manipu lation, such as ADCs and  DACs, or to the PCI bus in the form of PMCs (PCI Mezzan ine Cards)  when either 
comple x or dynami c data manipu lation is requir ed.

In the latter  case they are housed  on a PowerP C-based I/O contro ller (RIO2 8060). 

2.2 Th e Real-Tim e Processi ng Units

Two PowerP C-based proces sors with differ ent specia l enhanc ements for real time use have been design ed as
comple mentary platfo rms, becaus e a single  design  could not meet all requir ements.

The two platfo rms are:

• the develo pment platfo rms (RTPC 8067)
• the target  platfo rms (RIO2 8060)



2.2.1 The Develo pment Plat forms

The develo pment platfo rms are comple te self-h osted develo pment system s provid ing the follow ing facili ties:

• full hardwa re and softwa re develo pment enviro nment for the target  platfo rms
• top of the line proces sing power for massiv e on-lin e mathem atical analys is
• top of the line VME / VSB perfor mance with an intell igent contro ller to guaran tee a stable  proces sing power even

with high or random  VME or VSB bus activi ties.

The develo pment platfo rms have a system  memory  struct ure organi zed to run a full-f eatured real time UNIX (Lynx- OS)
provid ing a comfor table and effici ent softwa re enviro nment.  Object  orient ed middle ware (RTWor ks) is also availa ble at
this level. 

A block diagra m of the RTPC 8067 is shown below: 
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Fig. 1 . RTPC 806 7 block di agram

A detail ed implem entation of the RTPC 8067 is shown below: 

The RTPC 8067 is based on the indust ry-leading  IBM PowerP C chip; either  the 603 clocke d at 66 MHz or 603E / 604
chip clocke d at 100  MH z. This delive rs state- of-the-art  perfor mance and a guaran teed power escala tion path in a single -
slot VMEbus  6U form factor . A comple te set of I/O functi ons, includ ing VME, VSB, Ethern et and SCSI, are also
provid ed, making  the RTPC 8067 truly a single -board comput er. The perfor mance of the RTPC 8067 is balanc ed
betwee n raw CPU throug hput and I/O bandwi dth, offeri ng solid proces sing speed withou t the I/O bottle necks that often
impede  RISC CPUs’ performa nce on other boards . The RTPC 8067 uses the indust ry standa rd PCI as a backbo ne bus. It
also provid es a PCI mezzan ine for add-on  off-th e-shelf PCI interf aces as well as PCI extens ion bus.



Archit ecture and  Operation 

The RT PC 8067 co nsists of several su bsystems, each of wh ich provid es a speci fic functi on. These subsystems  are
interc onnected o n one PCI bus.

CPU Su bsystem

The CPU subsys tem is contai ned on a daught er card and is built around  the 64-bit  PowerP C chip. The PowerP C
proces sor is clocke d at 66 or 100 MHz and has an on-chi p 2 x 8 kB of first level cache.  It is interf aced to an option al
extern al 512 kB second  level cache.  It is also bridge d to the PCI bus and interf aced to the DRAM (8 up to 128 MB)
using the IBM Lanaï - Kauaï chipse t. An unusua l but vital featur e is the suppor t of the second  level cache with a size of
512  kB . ECC is provid ed for the second  level cache and the DRAM.

A multip le-level write buffer  is provid ed to minimi ze CPU stall cycles  during  writes  to the memory  and PCI bus.
Couple d with single -clock DRAM access  during  cache refill s, this minimi zes the number  of CPU cycles  wasted  due to
CPU stalls .
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Fig. 2 . CPU Subs ystem

PCI Bu s

The PCI bus is a high-s peed synchr onous parall el 32-bit  bus driven  by a 32 MHz synchr onous protoc ol. The PCI bus
provid es a sustai ned 128 MB/s bandwi dth. The follow ing potent ial master s are connec ted to the PCI bus: the PowerP C
CPU and the DRAM via the Lanaï - Kauaï chipse t, the Ethern et contro ller, the SCSI contro ller, the SUB I/O bus, the
PCI extens ion, the VME interf ace, and the option al VSB interf ace. These master s share the PCI bus throug h a centra l
arbite r. A PCI extens ion connec tor is availa ble to connec t the PMC extens ion card (PEB 6406 and PEB 6407). 

Global  Memory

The global  memory  reside s on the CPU daught er card and on an option al memory  extens ion piggy- back, provid ing
storag e rangin g from 8 to 128  MB . It suppor ts ECC  and commun icates with the CPU via the Lanaï - Kauaï chipse t. It
is also interl eaved on two altern ate banks to provid e the bandwi dth requir ed for maximu m speed CPU cache refill s.

VME an d VSB Inte rfaces

CES has design ed a specia l VME / VSB to PCI interf ace with a perfor mance exceed ing that of other commer cially
availa ble produc ts.

The VME interf ace works in master  and slave modes;  the option al VSB interf ace works in master  mode only. Both have
block transf er capabi lities, 64-bit  BLT for VME and 32-bit  BLT for VSB. The respec tive bandwi dth reache s 80 Mbytes /s
for VME and 40 Mbytes /s for VSB. A 64 x 32 bit deep FIFO offers  an optima l use of the PCI, VME and VSB busses 
by perfor ming write postin g and read prefet ch. An indepe ndent DMA logic is associ ated with the bus interf aces and the
64 x 32 bit deep FIFO allowi ng very high speed linked -list data transf ers. The VME slave interf ace allows  the mappin g
of the intern al resour ces (DRAM,  FIFOs,  SRAM, CSR, etc.) throug h size progra mmable window s (16  Mb ytes to 128
Mbytes ), addres sable from the VME bus.



The master  interf aces use a unique  MMU archit ecture to allow mappin g of the VME and VSB addres ses as they are
writte n to by the CPU or the DMA logic.   Window s, 4096 in number , of 64 kB each are provid ed for a flexib le mappin g
of the VME and VSB spaces . Each window  contai ns inform ation such as high addres s, AM code, and the VME and VSB
access  enable s. This archit ecture allows  the user to build all addres sing modes on the VME and VSB and to map the
addres s transf erred to the extern al bus to any desire d value.  Each master  interf ace has its own dedica ted arbitr ation
reques ter with all availa ble option s implemente d. The VME interf ace also provid es a full slot 1 arbite r includ ing time-
out genera tor and ROR, RWR and Fair and Hidden  arbite r modes. 

Commun ication FI FOs

The RTPC 8067 provid es eight commun ication FIFOs (32-bi t wide and 255 words deep) which can be access ed for
READ and WRITE operat ions by the CPU and the VME slave.  They can be used to implem ent a multip rocessor
messag e passin g capabi lity. Each FIFO may be config ured to interr upt the CPU when empty,  not-em pty or full, via a
set of regist ers access ible from the I/O-bu s contro l operat ion.

I/O In terfaces

Only the specia l featur es will be descri bed, Ethern et, SCSI  and other interf aces being standa rd.

Local Resources

The RTPC 8067 local resour ces includ e a Flash EPROM,  an SRAM, a real time clock,  timers  and an interr upt
contro ller. These resour ces are connec ted to the PCI bus via glue logic. 

Flash EPROM

The Flash EPROM memori es contai ning the bootst rap progra m, firmwa re and monito r progra m are built around 
4  Mbit s Flash EPROMs  allowi ng capaci ties from 1.5 to 6  Mbyt es. Specia l utilit ies are availa ble in the PROM
monito r to suppor t manage ment of the Flash EPROMs  (down- loading progra ms, ROMabl e kernel s, ...).

SRAM M emory

A 128-KB  SRAM memory  is provid ed on the RTPC  8 067. This memory  is used as a workin g space for the second 
proces sor (the R3051)  and it can also be used as a data commun ication space. 

Real-T ime Clock / NVRAM

A real time clock is implem ented on the RTPC  8 067 using the M48T18  chip. It has a backup  batter y for saving  the
time-o f-day value,  and an 8 kB nonvol atile memory  space. 

Timer- Counters

Three additi onal 16-bit  timers  (1 µs resolu tion) are provid ed using a Zilog Z-CIO 8536 chip. They have progra mmable
multi- function output s and flexib le re-tri gger facili ties for timer contro l and synchr onization.  Signal s are availa ble on the
on-boa rd connec tor.

Interr upt contro ller

A CES ASIC, the SIC 6351 chip, is used as a local interr upt contro ller and as a VME interr upt genera tor. The SIC chip
can handle  up to 48 vector ized or non-ve ctorized interr upt source s.

List P rocessor

A List and Boot proces sor based on the R3051 RISC chip is provid ed on the RTPC 8067. This proces sor is used during 
the boot proces s to down-l oad the PowerP C CPU operat ing parame ters, and to progra m the RTPC 8067 config urable
logic.  It is interf aced to the PCI bus via glue logic and commun icates with the PowerP C proces sor throug h contro l
logic.  Furthe rmore it can contro l all the VME / VSB I/O flow, thus reliev ing the PowerP C engine  of this tediou s task,
and hence provid ing the highes t comput ing power from that proces sor.



2.2.2 The Target  Platforms 

The target  platfo rms are optimi zed for delive ring the maximu m power on:

• VME
• VSB
• PCI

from a low-po wer PowerP C proces sor equipp ed with applic ation orient ed softwa re of the embedd ed type. This means the
system  memory  archit ecture is specia lly adapte d to this task with a much larger  Flash EPROM memory  than on the
develo pment machin e.  The fan-ou t for PMCs is also larger  than on the develo pment machin e, most applic ations
requir ing two or more PMCs.  It must be noted that both platfo rms suppor t direct  access  betwee n PCI and P2 with high
speed bus backpl ane suppor ted (VSB etc.). 

A detail ed implem entation of the RIO2 8060 is shown below. 

The PCB accomm odates either  the 603 chip clocke d at 66 MHz (RIO2 8060-6 03) or the 604 chip clocke d at 100  MH z
(RIO2 8060-6 04) and delive rs state- of-the-art  perfor mance and a guaran teed power escala tion path in a single -slot
VMEbus  6U form factor . A comple te set of I/O functi ons, includ ing VME, VSB and Ethern et are also provid ed. The
perfor mance of the RIO2 8060 is balanc ed betwee n raw CPU throug hput and I/O bandwi dth, offeri ng solid proces sing
speed withou t the I/O bottle necks that often impede  the CPU perfor mance in other boards .
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CPU Su bsystem

The CPU subsys tem is built around  the 32-bit  Power- PC 603 / 604 chip from IBM. The Power- PC 603 proces sor is
clocke d at 66 MHz wherea s the Power- PC 604 is clocke d at 100 MHz and has an on-chi p 2 x 8 kB cache.  It is bridge d to
the PCI bus and interf aced to the DRAM (32 / 64 / 128 Mbytes ), using the IBM Lanaï/ Kauaï (IBM 660 Bridge ) chipse t.

A Multip le level write buffer  is provid ed in order to minimi ze CPU stall cycles  during  writes  to the memory  and PCI
bus. Couple d with single -clock DRAM access  during  cache refill s, this minimi zes the number  of CPU cycles  wasted  due
to stalls .

PCI bu s

The PCI bus is a high-s peed 32-bit  bus driven  by a 32  MHz  synchr onous protoc ol. The PCI bus provid es a sustai ned
128 Mbytes /s bandwi dth. The follow ing potent ial master s are connec ted to the PCI bus: the Power- PC 603 / 604 and the
DRAM via the Lanaï / Kauaï (IBM 660 Bridge ) chipse t, the Ethern et contro ller, the Sub I/O bus, the PCI extens ion, the
VME interf ace and the option al VSB interf ace. These master s share the PCI bus throug h a centra l arbite r.

PCI me zzanines

The RIO2 8060 suppor ts two indepe ndent PCI mezzan ines on the PMC form factor . These PCI interf ace mezzan ines can
use the full PCI bus bandwi dth (128  M bytes/s). The RIO2 8060 has a front panel cut at the PCI interf ace board level to
allow the connec tion of their I/O signal s. A PCI extens ion connec tor is provid ed at the bottom  of the card to extend  the
mezzan ine number  to 4 or 6 PMCs.

Global  Memory

The on-boa rd global  memory  provid es storag e rangin g from 32 to 96 Mbytes  and suppor ts data parity . An extens ion
piggy- back of 16 to 64 Mbytes  can be added to the mother board. The global  memory  commun icates with the CPU via
the Lanaï / Kauaï (IBM 660 Bridge ) chipse t. It is also interl eaved on two altern ate banks to provide  the bandwi dth
requir ed for maximu m speed Power- PC 603 / 604 cache refill s.

Flash EPROM

The Flash EPROM memori es contai ning the bootst rap progra m, firmwa re and monito r progra m are compos ed of 8  Mbit 
Flash EPROMs  allowi ng a capaci ty from 4 to 8  MB. The Flash EPROMs  can be progra mmed on-boa rd throug h 4 kB
pages. 

VME an d VSB inte rface

The VME and the option al VSB extern al bus interf aces (VSB interf ace is implem ented on one of the PMC mezzan ines)
both work in master  and slave modes and have block transf er capabi lities, 64-bit  BLT for VME and 32-bit  for VSB. The
respec tive bandwi dth reache s 80  Mby tes/s for VME and 40 Mbytes /s for VSB. A 64 x 32  bit  deep FIFO offers  optima l
use of the PCI, VME and VSB bus by perfor ming write postin g and read prefet ch. An indepe ndent DMA logic is
associ ated with the bus interf aces and the 64 x 32 bit deep FIFO allowi ng very high-s peed linked -list data transf ers. The
slave interf aces allow the mappin g of the intern al resour ces (DRAM,  FIFOs,  CSR, etc.) throug h size-p rogrammabl e
window s (16  MB  to 128 MB), addres sable from the VME and VSB buses. 

VME and VSB interf aces are identi cal with those of the RTPC 8067

VME Sl ot 1

The Slot 1 contro ller can be either  enable d or disabl ed, as a single  VME Crate may contai n severa l RIO2s,  each one
runnin g a differ ent embedd ed applic ation. It suppor ts ROR, RWR and Fair and Hidden  reques ter modes. 

Remote  External Reset

This is a mandat ory requir ement for distri buted system s; it has been implem ented on the front panel of the board (LEMO
00).



2.3 In ter System  Couplers (Data Move rs)

In distri buted real time archit ectures data is first reduce d at the local level,  and then a common  set of global  parame ters
has to be mainta ined throug h the entire  system . Furthe rmore this data has to be refres hed at the right freque ncy to provid e
a global ly cohere nt image. 

Severa l soluti ons have been tried up to now, the most popula r ones being: 

•    transp arent memory -mapped access  to remote  resour ces (VME to VME repeat er, VIC bus, ....)
•    reflec tive memory  archit ectures

They are offere d either  as altern atives or additi ons to memory -mapped connec tions (VIC bus).

These soluti ons provid e an excell ent access  time which is close to the data transp ortation time, as none of the data
encaps ulation needed  in networ k soluti ons is requir ed. They provid e an accept able bandwi dth.

Reflec tive memori es howeve r are not well adapte d to the power of the real time proces sors, as they are not able to
presen t data which has not been presel ected, and modifi cation of the data base, if possib le, is a length y proces s.

To benefi t from the new proces sing power of RISC proces sors, a new concep t includ ing more possib ilities and settin g a
new standa rd had to includ e:

• data transp ortation should  occur at the same speed as on the local backpl anes (50 to 100 MB/s)
• data transp ortation should  not interf ere with the acquis ition and proces sing of the local units. 

i.e.: Max. Data acquis ition
AND
Max. Data reduct ion
AND
Max. Data transp ortation

capabi lities availa ble at the same time.

• data transp ortation should  combin e the flexib ility of memory  mapped  connec tions with the featur es of reflec tive
memory  and dynami c data base reconf iguration.   The Fast Data Link provid es all these featur es. The table below
gives an overvi ew of the FDL relati ve to other soluti ons.

Speed
(Mbyte s/s)

CPU
occupa ncy (%)

Event
Trigge r

Global 
time

VME to 
VME

5-10 10-60 Yes No

Reflec tive
Memory 

1-15 10-60 No Variab le

FDL 15-40 0-5 Yes Yes

FDL + 40-100 0-5 Yes Yes

The speeds  of data collec tion, local data proces sing, data transm ission and data distri bution need to be matche d and
achiev ed by an indepe ndent agent which delive rs the data to the proces sing units. 

The Fast Data Link concep t embeds  3 differ ent agents :

• a data gather ing agent
• a data transf er agent
• a data scatte ring agent

The FDL is availa ble on 2 differ ent busses : VME (FDL  8 050) and PCI (FDL 7217).  Explan ations will be given with
refere nce to the VME implem entation.



The data gather ing and distri bution method s and the softwa re aspect s relate d to system  archit ecture are descri bed here.  For
a more comple te view see, “FDL, a Determ inistic 100 Mbytes /sec Data Link” by J. Bovier  and J-F. Gilot,  paper M3A-b
of these procee dings.

The Data Gather ing Mechan ism

The FDL 8050 is equipp ed with a fully block- capable D64 VME Master  Interf ace which operat es as both a high speed
VME Master  and a VME Slave interf ace. It is used to downlo ad the acquis ition list as well as to read the status  of the
Fast Data Link.

Data gather ing can be done as a succes sion of single  shot transf ers, a chaine d list of block transf ers or any combin ation
thereo f.  

A comple te VME crate can be read in a single  operat ion in the sparse  data scan mode. The FDL 8050 is equipp ed with a
detect ion mechan ism for an end of block,  with automa tic skip to the next block of data. Sparse  Data Scan (SDS)
operat ions are theref ore possib le at very high speed.   The comple te crate can thus be read in a single  operat ion at a rate
exceed ing 50 MB/s.

The list of VME transf ers can be downlo aded via the VME Slave port for dynamic operat ion, or can be stored  in a local
EPROM. 

Trigge r Conditio ns

Data gather ing is extrem ely flexib le, as the most common  trigge r modes have been implem ented:

1.  Extern al  Trigge r

The FDL 8050 is equipp ed with 4 extern al trigge r lines to start the data gather ing upon recept ion of extern al stimul i
coming  from the equipm ent.

2.  S ynchr onous  Acqui s i ti on

Data gather ing can also be starte d by a time base which is common  to all FDL interf aces on the networ k and can be
progra mmed with a resolu tion of 1 µs.  The FDL mainta ins a centra l clock so that all data acquir ed within  the system  are
correc tly aligne d in time.

3.  VME Reques t

Data gather ing can also start upon receip t of a local VME reques t which can be either  an interr upt or a write to a specia l
regist er.

Data D istributio n Mechanis m

In the same way that a data acquis ition list can be introd uced in the Fast Data Link, a data distri bution list can be
progra mmed accord ing to the client  / server  concep t.  Data can be stored  into any VME resour ce which is locate d in the
receiv ing crate and descri bed by an addres s and addres s modifi er combin ation.  Again this proces s takes place under
contro l of the VME Master  port of the FDL. The local distri bution speed exceed s 50 MB/s if the Slave resour ce is
equipp ed with an optimi zed VME Slave interf ace.  An intere sting possib ility which result s is the on-lin e select ive
distri bution of data.  The on-boa rd proces sor in charge  of the VME distri bution can be progra mmed to associ ate the
arriva l of given data with a distri bution mechan ism.

User I nterface L ibrary

The Fast Data Link concep t is a set of hardwa re and softwa re tools.  The hardwa re vehicl e in the VME enviro nment is the
FDL 8050. Now we will descri be the softwa re tools.  They can be divide d into 2 groups :

• on-boa rd firmwa re
• user level librar y

The on-boa rd firmwa re is fixed and cannot  be modifi ed by the user. The firmwa re of the VME side CPU (VCPU)  can
eventu ally be finely  tuned for a specia l VME readou t or distri bution sequen ce.  The firmwa re of the Link side CPU
(RCPU)  cannot be access ed as it contro ls all the networ k functi ons. The on-boa rd firmwa re delive rs all the entry points 



on the VME and on the Link side to contro l the Fast Data Link operat ion throug h a user interf ace librar y.  This librar y
is writte n in C and can be linked  to user progra ms develo ped on the most popula r UNIX and real time operat ing system s.

FDL Sy stem Appli cations

Fig. 4 . Typical Aerospace Applicatio n

2.4 Th e Network Couplers

Three types of networ k connec tions are suppor ted:

• Ethern et (TCP-I P)
• FDDI (TCP-I P)
• ATM (under  test)

TCP-IP  Networ ks have severa l functi ons.  They are used to transf er the progra ms from the develo pment statio ns to the
target  platfo rms (TCP-I P on Ethern et). They are also used as a protoc ol layer under NFS and FTP to connec t any X-
Window  termin al to one of the develo pment statio ns and to provid e access  to a unique  develo pment disk shared  by all the
develo pment statio ns.

Ethern et is provid ed as a basic functi on to all the proces sors - either  develo pment or target .  FDDI is used as an option al
interf ace in the form of a PMC on both platfo rms.  It provid es not only a faster  throug hput than Ethern et but also a
more stable  one as collis ion avoida nce mechan isms are includ ed in the protoc ol.  ATM is being tested  as a the next step
after FDDI but with extens ive modifi cations to includ e a flow-c ontrol mechan ism, a mandat ory requir ement for real time
applic ations where two basic criter ia must be respec ted:

•    no loss of data
•    a guaran teed worst case perfor mance

CES has develo ped a PCI ATM interf ace corres ponding to these requir ements. It takes benefi t from the latest  ATM chip
set availa ble and incorp orates not only a fiber optic standa rd SONET connec tion but also a parall el copper  connec tion
equipp ed with a flow contro l mechan ism (Xon-X off type).   The flow contro l connec tion can be used either  in direct 
connec tions or in switch  based connec tions with an ATT Phoeni x switch .

3. CONCLUS ION

This real-t ime system  archit ecture has been succes sfully tested  in differ ent large contro l applic ations.  It provid es a
signif icant improv ement in the overal l perfor mance of the system s togeth er with a much simple r operat ion.  The
stabil ity of the system  has also been signif icantly improv ed as all key elemen ts are pre-pa ckaged to work togeth er.
Future  extens ions are by the scalab ility of every compon ent of the system .


