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EExxppeerriimmeennttaall  SSeemmiinnaarr::

QQuuaarrkk--GGlluuoonn  PPllaassmmaa

YYaassuuoo  MMIIAAKKEE
UUnniivv..  ooff  TTssuukkuubbaa

1

QQGGPP::
    FFoorrmm  ooff  tthhee  UUnniivveerrssee,,  rriigghhtt  aafftteerr  
tthhee  BBiigg  bbaanngg,,  ~~aa  ffeewwμss,,  jjuusstt  bbeeffoorree  
tthhee  nnuucclleeoonn  ssyynntthheessiiss
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EExxppeerriimmeennttaall  ssttuuddyy  uussiinngg
RReellaattiivviissttiicc  HHeeaavvyy  IIoonn  CCoolllliissiioonnss

✓ IInnsstteeaadd  ooff  BBiigg  BBaanngg,,  ccrreeaattee  QQGGPP  iinn  aann  
eexxppeerriimmeenntt  uussiinngg  rreellaattiivviissttiicc  nnuucclleeuuss--

nnuucclleeuuss  ccoolllliissiioonnss,,  ii..ee..  LLiittttllee  BBaanngg

✓HHooww  &&  wwhhaatt  wwee  pprroovvee//ssttuuddyy  tthhee  QQGGPP,,  
eemmeerrggiinngg  ccoonnnneeccttiioonn  wwiitthh  ssttrriinngg  tthheeoorryy,,  

bbllaacckk  hhoollee  tthheerrmmooddyynnaammiiccss........ 2

RHIC(200GeV) 
since 2000

LHC(5.6TeV) 
2009

KEK homepage

Big Bang

Little Bang

Accelerator Facilities
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FFiirrsstt  tthhiinnggss  ffiirrsstt  !!

BBuuyy  aatt  AAmmaazzoonn
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OOuuttlliinnee

✓CChhaapptt..  11  WWhhaatt  iiss  QQuuaarrkk  GGlluuoonn  PPllaassmmaa??
✓CChhaapptt..  22  HHooww  ttoo  ccrreeaattee  QQGGPP??
✓CChhaapptt..  33  WWhhaatt  wwee  lleeaarrnneedd  aatt  RRHHIICC
•PPrrooppeerrttiieess  ooff  BBuullkk  mmaatttteerr
•AAzziimmuutthhaall  AAnniissoottrrooppyy
•JJeett  qquueenncchh
✓CChhaapptt..  44  RReessuullttss  ffrroomm  LLHHCC  
✓SSuummmmaarryy  RReemmaarrkkss

4

MMaannyy  ootthheerr  ttooppiiccss  !!

RReeffeerr  ttoo  tthhee  tteexxtt  bbooookk
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CChhaapptteerr  11

WWhhaatt  iiss  QQuuaarrkk  GGlluuoonn  

PPllaassmmaa??

5
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PPrriimmoorrddiiaall  ssttaattee  ooff  tthhee  mmaatttteerr;;  
QQuuaarrkk  GGlluuoonn  PPllaassmmaa

✓HHaaddrroonnss  ssuucchh  aass  pprroottoonn,,  nneeuuttrroonn  aanndd  
mmeessoonnss  hhaavvee  aa  ssiizzee  ooff  ~~11  ffmm  aanndd  aarree  

ccoommppoosseedd  ooff  qquuaarrkkss  aanndd  gglluuoonnss

• PPrroottoonn//NNeeuuttrroonn  ;;  33  qquuaarrkkss
• MMeessoonn  ;;  qquuaarrkk  aanndd  aannttii--qquuaarrkk
• DDeessccrriibbeedd  bbyy  QQuuaannttuumm  
CChhrroommooDDyynnaammiiccss

➡CCoonnffiinneemmeenntt  ooff  qquuaarrkkss  aanndd  gglluuoonnss  iinn  
hhaaddrroonnss

➡AAssyymmppttoottiicc  ffrreeeeddoomm

✓WWhhaatt  hhaappppeenn  iiff  wwee  hheeaatt  oorr  ccoommpprreessss  tthhee  
hhaaddrroonn  ggaass??

➡HHaaddrroonnss  aarree  oovveerrllaappppeedd  eeaacchh  ootthheerr  
aanndd  qquuaarrkkss  aanndd  gglluuoonnss  ssttaarrtt  ttoo  mmoovvee  

aarroouunndd  iinn  rreellaattiivveellyy  llaarrggee  vvoolluummee..

PPrroottoonn,,  
nneeuuttrroonn  aanndd  
mmeessoonn

!!  QQuuaarrkk  GGlluuoonn  PPllaassmmaa  !!
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QQGGPP  pphhaassee  ttrraannssiittiioonn
wwiitthh  ppeerrccoollaattiioonn  tthheeoorryy

✓FFoorrmmaattiioonn  ooff  lloonngg--rraannggee  
ccoonnnneeccttiivviittyy  iinn  rraannddoomm  ssyysstteemm

• ppooppuullaattee  ppiioonnss  iinn  8800xx8800  cceellllss  
rraannddoommllyy

• eevvaalluuaattee  pprroobbaabbiilliittyy  ttoo  ffoorrmm  
lloonngg--rraannggee  ccoonnnneeccttiivviittyy  ((ffrroomm  
ttoopp  ttoo  bboottttoomm  iinn  tthhiiss  ccaassee))

パイ中間子の密度

Toy Model

11sstt  oorrddeerr  pphhaassee  ttrraannssiittiioonn  ??!!

Probability to form long-range connectivity

Density

ppiioonn
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QQGGPP  pphhaassee  ttrraannssiittiioonn

wwiitthh  IIddeeaall  GGaass  MMooddeell  

ーB

P

T

PQGP

Pπ

Tc

B

ε

T

εQGP

επ

Tc

QGP

εQGP = fgluon ⋅ εboson+ fquark ⋅ ε fermi

∴εQGP =
37π 2

30
T 4 + B

εQGP =
37π 2

30
T 4 + B

pQGP =
37π 2

90
T 4 − B

⎧ 

⎨ 
⎪ 

⎩ ⎪ 

επ = fπ ⋅εboson

∴επ =
π 2

10
T 4

επ =
π 2

10
T 4

pπ =
π 2

30
T 4

⎧ 

⎨ 
⎪ 

⎩ ⎪ 

Pion Gas
Toy Model

LLaatteenntt  hheeaatt
→11sstt  oorrddeerr Stefan-Boltzman’s 
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QQGGPP  pphhaassee  ttrraannssiittiioonn
wwiitthh  LLaattttiiccee  QQCCDD

✓IItt  ccaann  bbee  11sstt  oorrddeerr  
pphhaassee  ttrraannssiittiioonnss

  εcc〜  00..66  --  11..22  GGeeVV//ffmm33  

Center for Computational 
Sciences, Univ. of Tsukuba

CP-PACS

Hadron Mass

F. Karsch, Lect. Notes Phys. 583 (2002) 209.
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CChhaapptteerr  22

HHooww  ttoo  ccrreeaattee  QQGGPP

10

HHooww  ttoo  pprroodduuccee  ppaarrttiicclleess??  
HHooww  ttoo  oobbttaaiinn  ddeennssee  ppaarrttiiccllee  pprroodduuccttiioonn??
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PPrroodduuccee  ppaarrttiicclleess  iinn  pppp  ccoolllliissiioonnss

✓PPaarrttiiccllee  ((mmoossttllyy  ppiioonnss))  
pprroodduucceedd  aabboovvee  tthhee  

tthhrreesshhoolldd

✓AAtt  hhiigghheerr  eenneerrggyy,,  mmoorree  
ppaarrttiiccllee  pprroodduucceedd  

11

x10

x3

p pπ

s ⇥ (p̃A + p̃B)2, p̃ ⇥ (E, ⌃p)

p̃A = (
�

p2 + m2, 0, 0,+p)

p̃B = (
�

p2 + m2, 0, 0,�p)

s = (2
�

p2 + m2)2 = (Ecm)2

p̃A p̃B



p� � 300 MeV/c

p� � pbeam
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PPrroodduucceedd  ppaarrttiicclleess  ppooppuullaatteedd
iinn  ccyylliinnddrriiccaall  mmoommeennttuumm  ssppaaccee

✓PPrroodduucceedd  ppaarrttiicclleess  ppooppuullaatteedd  iinn  mmoommeennttuumm  pphhaassee  ssppaaccee,,  
wwhhiicchh  iiss  ccyylliinnddrriiccaall  wwiitthh  pptt~~330000  MMeeVV//cc

➡SSppaagghheettttii

✓HHiigghheerr  tthhee  eenneerrggyy  ooff  ccoolllliissiioonn,,  lloonnggeerr  tthhee  ccyylliinnddeerr,,  wwiitthh  
aallmmoosstt  tthhee  ssaammee  rraaddiiuuss

12

CCyylliinnddrriiccaall  SShhaappee  ooff  
PPhhaassee  SSppaaccee

p�

p�

p�

p�



y � 1
2

ln
E + p�
E � p�

� 1
2

ln
1 + �

1� �
�� �
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PPaarrttiiccllee  pprroodduuccttiioonn

✓<<nn>>  &&  <<pptt>>  iinnccrreeaassee  vveerryy  sslloowwllyy  wwiitthh  √ｓ
13

<pt>
~300 MeV/c

yy

dn

dy

<pt>

e-6ptE
d3n

dp3

E
d3n

dp3
⇥ dn

dy
� 1

pT

d2n

dpTd�

RRaappiiddiittyy  yy

ddyy  ;;  LLoorreennttzz  iinnvv..
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IInntteerrpprreettaattiioonn  ww..  ssttrriinngg  ppiiccttuurree

✓FFllaatt  ddnn//ddyy
• LLoorreennttzz  iinnvvaarriiaanntt
✓CCoonnssttaanntt  <<pptt>>
• vviibbrraattiioonn  ooff  ssttrriinngg
✓LLiimmiittiinngg  FFrraagg..

14

ssttrriinngg  tteennssiioonn
~~11GGeeVV//ffmm

hhaaddrroonniizzaattiioonn

ttiimm
ee

✓OOfftteenn  ccaalllleedd  aass  ssoofftt  ccoommppoonneenntt



soft

hard
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HHaarrdd  ccoommppoonneenntt,,  aannootthheerr  ttyyppee  
ooff  ppaarrttiiccllee  pprroodduuccttiioonn

✓AAtt  IISSRR  iinn  11997722,,  ddeevviiaattiioonn  ffrroomm  
tthhee  mmtt  ssccaalliinngg  aatt  hhiigghh  pptt  rreeggiioonn  iiss  
oobbsseerrvveedd  aass  aa  ffiirrsstt  ttiimmee..

✓BBiinnaarryy  ppaarrttoonn  ssccaatttteerriinngg  ffoolllloowweedd  
bbyy  ffrraaggmmeennttaattiioonn  pprroodduucceess  bbaacckk--
ttoo--bbaacckk  jjeett..

✓MMaaiinn  ssoouurrccee  ooff  hhiigghh  pptt  ppaarrttiicclleess..
➡PPlleeaassee  nnoottee  vveerryy  ddiiffffeerreenntt  mmeecchhaanniissmm

15

bbaacckk--ttoo--bbaacckk  jjeett

€ 

E d3σ
dp3

= C0 exp(−
mt

T0
) +

C1
( pt + p0 )

n

jet

jet

>>  22  GGeeVV//cc
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HHooww  ttoo  aacchhiieevvee  ddeennssee  
ppaarrttiiccllee  pprroodduuccttiioonn

✓HHiigghheerr  tthhee  eenneerrggyy,,  
mmoorree  ppaarrttiiccllee  

pprroodduucceedd  iinn  pppp

➡RReellaattiivviissttiicc  

✓NNuucclleeuuss  cclluusstteerr  ooff    
mmaannyy  nnuucclleeoonnss  iinn  aa  

ssmmaallll  vvoolluummee

✓RReellaattiivviissttiicc  AAAA  
ccoolllliissiioonnss  aacchhiieevvee  

ddeennssee  ppaarrttiiccllee  

pprroodduuccttiioonn

16

pp

AA
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SSiimmuullaattiioonn  aatt  110000  GGeeVV  
AAuu++AAuu  ccoolllliissiioonn  

17

IInn--ccoommiinngg  
LLoorreennttzz  
ccoonnttrraacctteedd  
nnuucclleeuuss
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BBjjoorrkkeenn  PPiiccttuurree  

✓AAtt  vveerryy  hhiigghh  eenneerrggyy,,  
nnuucclleeuuss  ppeenneettrraattee  

eeaacchh  ootthheerr,,  lleeaavviinngg  

~~ppaarrttiicclleess  bbeehhiinndd

✓IIff  tthhee  ddeennssiittyy  iiss  hhiigghh  
eennoouugghh,,  QQGGPP  iiss  tthheerree!!

✓QQGGPP  ppuulllleedd  aappaarrtt  aatt  ~~cc
➡11ddiimmeennssiioonnaall  eexxppaannssiioonn  

uunnlliikkee  tthhee  33  ddiimm..  eexxppaannssiioonn  

ooff  tthhee  BBiigg  BBaanngg

18

� c� c

� c� c
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EEvvaalluuaattiioonn  ooff  EEnneerrggyy  DDeennssiittyy

✓BBjjoorrkkeennの描像

• ローレンツ収縮のために原子核衝突
は短時間の間に起こり、その短時間
にハドロンの多重発生が起こるが、
固有時τ以後、それらは自由粒子と
して飛び出す。

✓Energy density

€ 

εBj =
1
πR2

1
cτ 0

dET

dy
≈ 4.6GeV/fm3

> εc ≈ 0.6 −1.2GeV/fm
3

z

t
y =

1
2
ln(E + pl

E − pl
)

  
y =

1
2
ln(1+ βl
1− βl

) βl =
pl
E

  
y =

1
2
ln( t + z

t − z
) (βl =

z
t
)

E = mt ⋅ cosh y
pl =mt ⋅sinh y

⎧ 
⎨ 
⎩ 

t = τ ⋅ cosh y
z = τ ⋅ sinh y
⎧ 
⎨ 
⎩ 

dtdz = τdτdy

  dz = τdτ (t ≈ τ@y ≈ 0)

dz

πＲ２

ffrreeee  ssttrreeaammiinngg
各粒子は原点から一定の速度で放
出（大きな仮定）

RHIC
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KKeeyy11;;  TTiimmee  EEvvoolluuttiioonn  

✓IItt  iiss  lliikkee  BBiigg  BBaanngg..
✓TTiimmee  eevvoolluuttiioonn  iinn  
ssttaattiissttiiccaall  nnaattuurree

•PPaarrttoonn  ccaassccaaddee??  
ffoolllloowweedd  bbyy  ppaarrttoonniicc  
tthheerrmmaalliizzaattiioonn  ((QQGGPP))

•HHaaddrroonn  pprroodduuccttiioonn
•FFrreeeezzeeoouutt  ooff  vv22  ??
•CChheemmiiccaall  ffrreeeezzee--oouutt
•KKiinneemmaattiiccaall  ffrreeeezzee--oouutt

20

NNeeeedd  ccoonnssiisstteenntt  uunnddeerrssttaannddiinngg  ooff  tthheessee  eeppooccss,,  
iinn  ppaarrttiiccuullaarr,,  aassppeeccttss  ooff  ssttaattiissttiiccaall  nnaattuurree..

Minkowski



�QGP � 2 [GeV/fm3]

< nq,q̄ > � �QGP

< mT >
� 2GeV

1GeV
� 5

⇥q =
1

n⇤qq

� 1
5� 0.4

= 0.2 [fm]

⇥q � Rsystem

� ⇤qq �
⇤NN

nq
� 4[fm2]

3
� 1
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KKeeyy22  ;;  SSttaattiissttiiccaall  NNaattuurree  

✓WWhhaatt  wwee  eexxppeecctt,,
•SSttaattiissttiiccaall  pphhyyssiiccss  aatt  qquuaarrkk  lleevveell
•HHyyddrrooddyynnaammiiccaall  bbeehhaavviioorr  aatt  qquuaarrkk  lleevveell

21

EExx..  LLaattttiiccee  QQCCDD

AAnniimmaattiioonn  bbyy  JJeeffffeerryy  MMiittcchheellll  ((BBrrooookkhhaavveenn  NNaattiioonnaall  
LLaabboorraattoorryy))..  SSiimmuullaattiioonn  bbyy  tthhee  UUrrQQMMDD  CCoollllaabboorraattiioonn
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RReellaattiivviissttiicc  HHeeaavvyy  IIoonn  CCoolllliissiioonn

Identify track, measure momentum, identify particle species, distributions.....



⌧
col

⌘ R
A

c�
beam

⌧ ⌧
int

⌘ R
A

c�
Fermi

centrality ⌘ �b

�
geom

=
⇡b2

4⇡R2

A
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IImmppoorrttaanntt  FFeeaattuurree  ooff  AAAA

✓NNuucclleeuuss  iiss  eexxtteennddeedd  oobbjjeecctt
✓CCoolllliissiioonn  ttiimmee  <<<<  iinnttrriinnssiicc  ttiimmee  ooff  nnuucclleeuuss

➡CClleeaarr  sseeppaarraattiioonn  ooff  ppaarrttiicciippaanntt  aanndd  ssppeeccttaattoorr

✓SSiizzee  ooff  ppaarrttiicciippaannttss  ddeetteerrmmiinneess  tthhee  iinniittiiaall  ggeeoommeettrryy  ((eecccceennttrriicciittyy  
llaatteerr)),,  tthhee  ssiizzee  ooff  QQGGPP  aanndd  ddeevveellooppmmeenntt  ooff  tthhee  ssyysstteemm,,  iitt  iiss  vveerryy  

iimmppoorrttaanntt  ttoo  ssoorrtt  tthhee  ddaattaa  aaccccoorrddiinnggllyy
23

RA � 10 fm

Participant
Spectator
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CChhaapptteerr..  33
BBuullkk  mmaatttteerr

CChheemmiiccaall  EEqq..

&&

CCoolllleeccttiivvee  ffllooww

24
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CChheemmiiccaall  EEqq..  ffrroomm  ppaarrttiiccllee  
yyiieelldd  rraattiioo

✓OOnnllyy  ffeeww  ppaarraammeetteerrss  ffiitt  eevveerryy  rraattiioo  vveerryy  wweellll  !!
✓TTcchh  ssttaayyss  ccoonnssttaanntt  ffrroomm  ppeerriipphheerraall  ttoo  cceennttrraall  ccoolllliissiioonnss

M.Kaneta, N.Xu, nucl-th/0405068

00

5500

110000

115500

220000

00 110000 220000 330000 440000

TT
cc
hh
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MM
ee
VV
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NNppaarrtt
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gi
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0

p2dp

e(Ei�µi)/T ± 1
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KKiinneemmaattiiccaall  DDiissttrr..::
TTrraannssvveerrssee  mmaassss  ddiissttrr..

✓FFllaatttteerr  mmtt  ddiissttrr  ffoorr  hheeaavviieerr  ppaarrttiiccllee  mmaassss
•MMaassss  OOrrddeerriinngg  ooff  SSllooppee  ppaarraammeetteerr  TT..
✓CCoolllleeccttiivvee  ffllooww  bboooossttss  pptt  ddiissttrr..  aaccccoorrddiinngg  
ttoo  iittss  mmaassss

PHENIX, PRC69,034909(2004) ccoolllleeccttiivvee
rraaddiiaall
ffllooww

T � T0 +
1
2
mv2

r

e�E�/T

ccoolllleeccttiivvee  
ffllooww



Yasuo MIAKE, Asian Winter School, 2012.1.11 27

BBllaasstt  WWaavvee  MMooddeell

✓GGoooodd  ttooooll  ttoo  sseeppaarraattee  
tthheerrmmaall  aanndd  ccoolllleeccttiivvee

✓WWeellll  ddeessccrriibbeedd  <<  22  GGeeVV//cc

PRC48(1993)2462.

€ 

1
mT

dN
dmT

= A f (r)rdrmT I0
pT sinhρ
Tfo

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟ K1

mT coshρ
Tfo

⎛ 

⎝ 
⎜ ⎜ 

⎞ 

⎠ 
⎟ ⎟ 0

R
∫

I0 , K1: modified Bessel function

€ 

ρ(r) = tanh−1 βT( ) ⋅ r/R

PHENIX, PRC69,034909(2004)

Phobos, J.Phys.G34,S1103-7(2007)
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BBaarryyoonn  AAnnoommaallyy

✓ IInn  ppeerriipphheerraall,,  pp//π  rraattiioo  aatt  hhiigghh  pptt  
ssiimmiillaarr  ttoo  tthhoossee  iinn  eeee//pppp  

ssuuggggeessttiinngg  ffrraaggmmeennttaattoonn  pprroocceessss

✓ IInn  cceennttrraall  ccooll..,,  pp//π  rraattiioo  iiss  vveerryy  
llaarrggee,,  wwhhiillee..

 FFrraaggmmeennttaattiioonn  pprroocceessss  sshhoouulldd  

sshhooww  nnpp  <<  nnπ  aass  sseeeenn  iinn  eeee//pppp..

✓SSuuggggeessttiinngg  ootthheerr  pprroodduuccttiioonn  
mmeecchhaanniissmm..

Phenix; P.R.L. 91(2003)172301

ê
Quark Recombination Model
(Quark Coalescence Model)
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QGP

Hadron

Because of the steep distr. of w(pt), RECO 
wins at high pt even w. small Cx.

29

QQuuaarrkk  CCooaalleesscceennccee  eexxppllaaiinnss  
BBaarryyoonn  AAnnoommaallyy

✓QQuuaarrkkss,,  aannttii--qquuaarrkkss  ccoommbbiinnee  ttoo  ffoorrmm  
mmeessoonnss  aanndd  bbaarryyoonnss  ffrroomm  uunniivveerrssaall  qquuaarrkk  
ddiissttrriibbuuttiioonn,,  ww((pptt))..

Mom. distr. of meson (2q)；

€ 

WM pt( ) ≈ CM ⋅ w
2(pt 2 )

Mom. distr. of baryon (3q)；

€ 

WB pt( ) ≈ CB ⋅ w
3(pt 3 )

 w(pt)；
Universal mom.
 distr. of quarks
｛steep in pt｝

Characteristic scaling features expected.
èQuark Number Scaling (QNS)
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AAzziimmuutthhaall
AAnniissoottrrooppyy

30
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CCoonnvveerrssiioonn  ooff  aanniissoottrrooppyy  iinn  
ccoooorrddiinnaattee  ssppaaccee  ttoo  mmoommeennttuumm  ssppaaccee
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PHENIX : P.R.L. 91, 182301 (2003)
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QQuuaarrkk  CCooaalleesscceennccee  aallssoo  
eexxppllaaiinnss  vv22  bbeehhaavviioorr
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qquuaarrkkss

 Azimuthal distr of quark; w

Azimutal distr. of meson (2q)；

Azimuthal distr. of baryon (3q)；
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only on the value of !=s for the QGP but not on any details

of the model from which " and S ¼ "
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hx2ihy2i

p
are com-

puted. To good approximation, switching between initial
state models shifts points for a given collision centrality
along these universal curves, but not off the lines. For
example, reducing the final multiplicity by renormalizing
the initial entropy density shifts the points towards the left
but also downward because less elliptic flow is created, due
to earlier hadronization. The significantly larger h"parti from
the KLN model generates more v2 than for the Glauber
model, but the ratio v2=" is almost unchanged. Slightly
larger overlap areas S for the KLN sources decrease
ð1=SÞðdNch=dyÞ, but this also decreases the initial entropy
density and thus the QGP lifetime, reducing the ratio v2=";
the result is a simultaneous shift left and downward. Early
flow [34] (#0 ¼ 0:4 fm=c for !=s ¼ 0:08) increases v2="
by$5%, but the separation between curves corresponding
to !=s differing by integer multiples of 1=ð4"Þ is much
larger. Only in very peripheral collisions is the universality
of v2=" vs ð1=SÞðdNch=dyÞ slightly broken [36].

The clear separation and approximate model independence
of the curves in Fig. 1(b) corresponding to different
ð!=sÞQGP values suggests that one should be able to extract
this parameter from experimental data. However, only v2

and dNch=dy are experimentally measured whereas the
normalization factors " and Smust be taken from a model.
Figure 2 shows a comparison of the theoretical curves from
Fig. 1(b) with STAR data normalized by eccentricities and
overlap areas taken from different initial state models that
were all tuned to correctly reproduce the centrality depen-
dence of dNch=dy shown in Fig. 1(a) [37]. Since, for the
same model, the eccentricities and overlap areas depend
somewhat on whether they are calculated from the initial
energy or entropy density, the same definitionsmust be used
in theory and when normalizing the experimental data.

Both panels of Fig. 2 show the same data, in panel (a)
normalized by ", S from the MC-KLN model and in (b)

with the corresponding values from the MC-Glauber
model. The theoretical curves are from the same models
as used to normalize the data. The figure shows that
comparing apples to apples matters: when comparing the

data for v2f2g=h"2parti1=2 with those for hv2i=h"parti, the
former are seen to lie above the latter, showing that non-
flow contributions (which cannot be simulated hydrody-
namically) either make a significant contribution to v2f2g
or were overcorrected in hv2i [28], especially in peripheral
collisions. The extraction of !=s from a comparison with
hydrodynamics thus requires careful treatment of both
fluctuation and nonflow effects.
The main insight provided by Fig. 2 is that the theoreti-

cal curves successfully describe the measured centrality
dependence of v2=", i.e., its slope as a function of
dNch=dy, irrespective of whether the measured elliptic
flow is generated by an initial MC-KLN or MC-Glauber
distribution. To the best of our knowledge, the hybrid
model used here to describe the dynamical evolution of
the collision fireball is the first model to achieve this. The
magnitude of the source eccentricity (and, to a lesser
extent, of the overlap area) disagrees between these two
models, and this is the main source of uncertainty for the
value for ð!=sÞQGP extracted from Fig. 2. Both the Glauber
and KLN models come in different flavors, depending on
whether the models are used to generate the initial entropy
or energy density. We have checked that the versions
studied here produce the largest difference in source ec-
centricity between the models. In this sense we are con-
fident that Figs. 2(a) and 2(b) span the realistic range of
model uncertainties for " and S.
We conclude that the QGP shear viscosity for Tc < T &

2Tc lies within the range 1< 4"ð!=sÞQGP < 2:5, with the
remaining uncertainty dominated by insufficient theoreti-
cal control over the initial source eccentricity ". While this
range roughly agrees with the one extracted in [7], the
width of the uncertainty band has been solidified by using a
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FIG. 2 (color online). Comparison of the universal v2ð!=sÞ=" vs ð1=SÞðdNch=dyÞ curves from Fig. 1(b) with experimental data for
hv2i [28], v2f2g [39], and dNch=dy [33] from the STAR Collaboration. The experimental data used in (a) and (b) are identical, but the
normalization factors h"parti and S used on the vertical and horizontal axes, as well as the factor h"2parti1=2 used to normalize the v2f2g
data, are taken from the MC-KLN model in (a) and from the MC-Glauber model in (b). Theoretical curves are from simulations with
MC-KLN initial conditions in (a) and with MC-Glauber initial conditions in (b).
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extent, of the overlap area) disagrees between these two
models, and this is the main source of uncertainty for the
value for ð!=sÞQGP extracted from Fig. 2. Both the Glauber
and KLN models come in different flavors, depending on
whether the models are used to generate the initial entropy
or energy density. We have checked that the versions
studied here produce the largest difference in source ec-
centricity between the models. In this sense we are con-
fident that Figs. 2(a) and 2(b) span the realistic range of
model uncertainties for " and S.
We conclude that the QGP shear viscosity for Tc < T &

2Tc lies within the range 1< 4"ð!=sÞQGP < 2:5, with the
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MC-KLN initial conditions in (a) and with MC-Glauber initial conditions in (b).

PRL 106, 192301 (2011) P HY S I CA L R EV I EW LE T T E R S
week ending
13 MAY 2011

192301-3

�
0
0.1
0.2
0.3
0.4

10 30 50
central peripheral

�small �large

central peripheral

1
4�

< (�/s) <
2.5
4�

centralperipheral



�/s � 1
4�
� 0.08

Yasuo MIAKE, Asian Winter School, 2012.1.11

FFuurrtthheerr  aannaallyyssiiss  ooff  hhiigghheerr  
hhaarrmmoonniiccss

✓VViissccoossiittyy  aass  llooww  aass  tthhee  qquuaannttuumm  bboouunndd  
➡PPeerrffeecctt  FFlluuiidd  !!

37

6

 0.3
 0.35
 0.4

 0.45
 0.5

 0.55
 0.6

 0.65
 0.7

-4 -2  0  2  4

π+  〈p
T〉

 [G
eV

]

y

 ideal 
 η/s=0.08 
 η/s=0.08 no δf 

FIG. 6. (Color online) Positive pion average pT as a function
of rapidity y for 20-30% central Au+Au collisions from ideal
and viscous (η/s = 0.08) including resonances up to the φ-
meson.

ics are substantially more affected by the system’s shear
viscosity than v2 and hence are a much more sensitive
probe of η/s. This behavior is expected because diffu-
sive processes smear out finer structures corresponding
to higher n more efficiently than larger scale structures,
and has been pointed out previously in [18].
So far all results were obtained using initial conditions

with a Gaussian width σ0 = 0.4 fm. We now study the
effect of the initial state granularity on the flow harmon-
ics by varying σ0. Decreasing σ0 causes finer structures
to appear and hence strengthens the effect of hot spots.
This results in a hardening of the spectra as previously
demonstrated in [17]. Because we want to compare to ex-
perimental data, we readjust the slopes to match the ex-
perimental pT -spectra by modifying the freeze-out tem-
perature (see Table I).
Fig. 9 shows the dependence of vn(pT ) on the value of

σ0, which we vary from 0.2 fm to 0.8 fm. While v2 is
almost independent of σ0, higher flow harmonics show a
very strong dependence. In Fig. 10 we present the depen-
dence of the pT -integrated vn on the initial state granu-
larity characterized by σ0.
Higher flow harmonics turn out to be a more sensi-

tive probe of initial state granularity than v2. While we
are not yet attempting an exact extraction of η/s using
higher flow harmonics, our results give a first quantita-
tive overview of the effects of both the initial state gran-
ularity and η/s on all higher flow harmonics up to v5.
Comparing Figs. 7 and 9, we see that v4(pT ) obtained
from simulations using η/s = 0.16 is about a factor of 2
below the experimental result, and that decreasing σ0 by
a factor of two does not increase it nearly as much. Note
that σ0 = 0.2 fm is already a very small value given that
we assign this width to a wounded nucleon. It is hence
unlikely that a higher initial state granularity will be able
to compensate for the large effect of the shear viscosity.
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FIG. 7. (Color online) pT -differential v2 to v5 from ideal hy-
drodynamics (left), viscous hydrodynamics with η/s = 0.08
(middle), and η/s = 0.16 (right). Results are averaged over
200 events each. Experimental data from PHENIX [58].

Similar arguments hold for v3(pT ).

A detailed systematic analysis of different models for
the initial state with a sophisticated description of fluc-
tuations is needed to make more precise statements on
the value of η/s. It is however clear from the present
analysis that the utilization of higher flow harmonics can
constrain models for the initial state and values of trans-
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FIG. 3. (Color online) Charged hadron v2 to v5 for η/s = 0.08
as a function of transverse momentum pT averaged over 10
single events, including resonances up to the φ-meson (upper
end of each band) and all resonances up to 2GeV (lower end
of each band).

was shown in [1] that v4 is very sensitive to the lattice
spacing if it is not chosen small enough. Fig. 4 shows
vn(pT ) for two different lattice spacings, our standard
value of a = 0.115 fm and a larger a = 0.2 fm. Differences
are within the statistical error bars from averaging over
100 events each.
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FIG. 4. (Color online) Charged hadron v2 to v5 for η/s =
0.08 and σ0 = 0.4 fm as a function of transverse momentum
pT averaged over 100 single events for lattice spacings a =
0.115 fm (solid lines) and a = 0.2 fm (dashed lines).

Because we are presenting the first (3+1)-dimensional
relativistic viscous hydrodynamic simulation, it is inter-
esting to demonstrate the effect of shear viscosity on the
longitudinal dynamics of the system, which in a (1+1)-
dimensional simulation was studied in [56, 57].
Fig. 5 shows the modification of charged hadron

pseudo-rapidity spectra caused by the inclusion of shear

viscosity. The shape of the initial energy density distri-
bution in the longitudinal direction is the same for all
curves, which were each averaged over 200 events. The
normalization was adjusted to yield the same multiplicity
at midrapidity in all cases. In the range 2 < |ηp| < 4 the
pseudo-rapidity spectra are increased, for larger ηp de-
creased by the effect of shear viscosity. We checked that
this effect is almost entirely due to the modified evolution
when including shear viscosity. The viscous correction
to the distribution functions δf (28) only causes minor
modifications. Additional information can be obtained
by looking at the average transverse momentum 〈pT 〉 as
a function of rapidity. We show in Fig. 6 that also 〈pT 〉
increases at intermediate rapidities and decreases at the
largest |y|. For this observable the effect of δf is larger.
The modification in the viscous case is caused by the

following effect: Faster longitudinal fluid cells drag slower
neighbors by the viscous shear coupling. Naturally, the
inclusion of both transverse and longitudinal spatial di-
mensions in the simulation is needed to allow for such
coupling. Fast fluid elements are slowed down, slower
ones sped up, decreasing the number of fluid cells with
the largest rapidities, increasing the number at interme-
diate rapidities. Further diffusion then distributes the
momentum in all directions, explaining the increase of
〈pT 〉 at intermediate rapidities.
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FIG. 5. (Color online) Charged hadron spectrum for 20-30%
central Au+Au collisions for different values of η/s including
resonances up to the φ-meson.

In Fig. 7 we show the dependence of vn(pT ) on the
shear viscosity of the system. Results are averaged over
200 single events each. For v2 to v4 we compare to exper-
imental data from the PHENIX collaboration obtained
using the event plane method [58]. One can clearly see
that the dependence of vn(pT ) on η/s increases with in-
creasing n. To make this point more quantitative, we
present the ratio of the pT -integrated vn from viscous
calculations to vn from ideal calculations as a function of
n in Fig. 8. While v2 is suppressed by ∼ 20% when using
η/s = 0.16, v5 is suppressed by ∼ 80%. Higher harmon-

BB..SScchheennkkee,,  aarrXXiivv::11110099..66228899



Yasuo MIAKE, Asian Winter School, 2012.1.11

SShheeaarr  vviissccoossiittyy

✓SSttrroonngg  ccoouupplliinngg
38

Low ⌘

High ⌘

�
� � 1

3np̄�
s � n

) (⌘/s) ⇠ p̄�
(�!0)

& 0

FFrroomm  vviieeww  ppooiinntt  ooff  KKiinneettiicc  tthheeoorryy,,  

p̄�
n

ddiimmeennssiioonn  lleessss  iinn  nnaattuurraall  uunniitt

iinntteerrnnaall  rreessiissttaannccee  ttoo  ffllooww

(uncertainty principle)

⌧(=
F

S
) ⌘ ⌘

@u

@y

WWiikkiippeeddiiaa



Yasuo MIAKE, Asian Winter School, 2012.1.11

FFiirrsstt  η//ss  ffrroomm  AAddSS//CCFFTT  
ccoorrrreessppoonnddeennccee  ccaallcc..

✓ nnoo  qquueessttiioonn  hheerree,,  pplleeaassee,,
ssiinnccee  nnoo  aannsswweerr 39

VOLUME 87, NUMBER 8 P H Y S I C A L R E V I E W L E T T E R S 20 AUGUST 2001

Shear Viscosity of Strongly Coupled NNN 5 4 Supersymmetric Yang-Mills Plasma
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Using the anti–de Sitter/conformal field theory correspondence, we relate the shear viscosity h of
the finite-temperature N ! 4 supersymmetric Yang-Mills theory in the large N , strong-coupling regime
with the absorption cross section of low-energy gravitons by a near-extremal black three-brane. We show
that in the limit of zero frequency this cross section coincides with the area of the horizon. From this
result we find h ! p

8 N2T 3 . We conjecture that for finite ’t Hooft coupling g2
YMN the shear viscosity

is h ! f!g2
YMN"N2T 3, where f!x" is a monotonic function that decreases from O !!!x22 ln21!1#x"""" at

small x to p#8 when x ! `.

DOI: 10.1103/PhysRevLett.87.081601 PACS numbers: 11.25.Hf, 11.10.Wx

Introduction.—At finite temperatures, the large dis-
tance, long time behavior of gauge theories is described,
as in any other fluid, by a hydrodynamic theory [1]. To
write down the hydrodynamic equations one has to know
the thermodynamics (i.e., the equation of state) of the
medium, as well as the transport coefficients: the shear
and the bulk viscosities, the electrical conductivity [in
the presence of a U(1) gauge group], and the diffusion
constants (in the presence of conserved global charges).
Knowledge of these quantities in hot gauge theories is
crucial for numerous applications, the most notable of
which belong to the physics of the electroweak phase
transition in the early Universe [2] and of the quark-gluon
plasma possibly created in heavy-ion collisions [3].

When the gauge coupling is small (which requires, in
the case of QCD, temperatures much larger than the con-
finement scale), both the equation of state and the trans-
port coefficients are calculable perturbatively. At strong
coupling (i.e., at temperatures not much larger than the
confinement scale), thermodynamics can be found nonper-
turbatively by lattice simulations, but transport coefficients
are beyond the reach of all current numerical techniques.
This situation is very unfortunate, since the quark-gluon
plasma one hopes to create in heavy-ion experiments has
relatively low temperature at which the perturbation theory
works very poorly.

Lacking methods to reliably compute the transport coef-
ficients of finite-temperature QCD, one should try to gain
insight into models where these coefficients can be com-
puted nonperturbatively. Recently, powerful techniques
based on the anti–de Sitter/conformal field theory (AdS/
CFT) correspondence have been developed, establishing,
in particular, the connection between the N ! 4 super-
symmetric Yang-Mills (SYM) theory in the large coupling,
large N limit and classical ten-dimensional gravity on the
background of black three-branes [4–7]. This allows one
to perform analytical calculations in a strongly coupled
four-dimensional gauge theory.

In this Letter, we compute the shear viscosity h of the
strongly coupled finite-temperature N ! 4 SYM theory
(the bulk viscosity of this theory vanishes due to scale
invariance). We first relate, using previously known results
from the AdS/CFT correspondence, the shear viscosity
with the absorption cross section of low-energy gravitons
falling perpendicularly onto near-extremal black three-
branes. We further show that this cross section is equal to
the area of the horizon, in a way very similar to the case of
black holes [8]. These facts provide enough information
for us to find that h ! p

8 N2T3 , provided both the ’t Hooft
coupling and N are large. Remarkably, the shear viscosity
approaches a constant value in the large ’t Hooft coupling
limit, and this value is related to the area of the horizon
of the black brane.

The viscosity.—To start our discussion, we briefly
review the notion of viscosity in the context of finite-
temperature field theory. Consider a plasma slightly out
of equilibrium, so that there is local thermal equilibrium
everywhere but the temperature and the mean velocity
slowly vary in space. We define, at any point, the local
rest frame as the one where the three-momentum density
vanishes: T0i ! 0. The stress tensor, in this frame, is
given by the constitutive relation

Tij ! dijp 2 h

µ

≠iuj 1 ≠jui 2
2
3

dij≠kuk

∂

2 zdij≠kuk , (1)

where ui is the flow velocity, p is the pressure, and h and
z are, by definition, the shear and bulk viscosities, respec-
tively. In conformal field theories such as the N ! 4
SYM theory, the energy momentum tensor is traceless,
Tm

m ! 0, so ´ $ T00 ! 3p and the bulk viscosity van-
ishes identically, z ! 0.

All kinetic coefficients can be expressed, through Kubo
relations, as the correlation functions of the corresponding
currents [9]. For the shear viscosity, the correlator is that
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Fig. 15. Invariant +0 yields measured by PHENIX in peripheral (left) and central (right)
AuAu collisions (squares) [89], compared to the (TAA-scaled) pp→ +0+X cross section (cir-
cles) [134] and to a NLO pQCD calculation (curves and yellow band) [119].
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Fig. 16. RAA(pT ) measured in central AuAu at 200 GeV for +0 [89] and . [135] mesons,
charged hadrons [114], and direct photons [136, 137] compared to theoretical predictions for
parton energy loss in a dense medium with dNg/dy= 1400 (yellow curve) [138].

top RHIC energies is very close to the “participant scaling”, (Npart/2)/Ncoll ≈ 0.17,
expected in the strong quenching limit where only hadrons coming from partons
produced at the surface of the medium show no final-state modifications in their
spectra [141]. From the RAA one can approximately obtain the fraction of energy
lost, !loss = &pT/pT , via

!loss ≈ 1−R1/(n−2)
AA , (36)

when the AuAu and pp invariant spectra are both a power-law with exponent n, i.e.
1/pT dN/dpT # p−nT [142]. At RHIC (n≈ 8, RAA ≈ 0.2), one finds !loss ≈ 0.2.

The high-pT AuAu suppression can be well reproduced by parton energy loss
models that assume the formation of a very dense system with initial gluon ra-
pidity densities dNg/dy ≈ 1400 (yellow line in Fig. 16) [138], transport coeffi-
cients 〈q̂〉 ≈ 13 GeV2/fm (red line in Fig. 17, left) [78], or plasma temperatures
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Fig. 15. Invariant +0 yields measured by PHENIX in peripheral (left) and central (right)
AuAu collisions (squares) [89], compared to the (TAA-scaled) pp→ +0+X cross section (cir-
cles) [134] and to a NLO pQCD calculation (curves and yellow band) [119].
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Fig. 16. RAA(pT ) measured in central AuAu at 200 GeV for +0 [89] and . [135] mesons,
charged hadrons [114], and direct photons [136, 137] compared to theoretical predictions for
parton energy loss in a dense medium with dNg/dy= 1400 (yellow curve) [138].

top RHIC energies is very close to the “participant scaling”, (Npart/2)/Ncoll ≈ 0.17,
expected in the strong quenching limit where only hadrons coming from partons
produced at the surface of the medium show no final-state modifications in their
spectra [141]. From the RAA one can approximately obtain the fraction of energy
lost, !loss = &pT/pT , via

!loss ≈ 1−R1/(n−2)
AA , (36)

when the AuAu and pp invariant spectra are both a power-law with exponent n, i.e.
1/pT dN/dpT # p−nT [142]. At RHIC (n≈ 8, RAA ≈ 0.2), one finds !loss ≈ 0.2.

The high-pT AuAu suppression can be well reproduced by parton energy loss
models that assume the formation of a very dense system with initial gluon ra-
pidity densities dNg/dy ≈ 1400 (yellow line in Fig. 16) [138], transport coeffi-
cients 〈q̂〉 ≈ 13 GeV2/fm (red line in Fig. 17, left) [78], or plasma temperatures

✓PPiioonnss  aarree  ssuupppprreesssseedd,,  ddiirreecctt  pphhoottoonnss  aarree  nnoott
•AAcccciiddeennttaall  wwiitthh  NNppaarrtt  ssccaalliinngg  !!??

RAA =
”hot/dense QCDmedium”

”QCD vacuum”
=

dnAA/dpTdy

�Nbinary� · dnpp/dpTdy



Yasuo MIAKE, Asian Winter School, 2012.1.11 43

AAuu++AAuu  vvss  dd++AAuu

✓HHiigghh  pptt  ssuupppprreessssiioonn  iinn  AAuu++AAuu,,  wwhhiillee  nnoott  
oobbsseerrvveedd  iinn  dd++AAuu..

➡EEffffeecctt  iiss  nnoott  dduuee  ttoo  iinniittiiaall  ssttaattee,,  bbuutt  ffiinnaall  ssttaattee..  

d+Au→h±+X at √sNN = 200 GeVAu+Au at √sNN = 200 GeV

PPhheenniixx;;  PP..RR..LL..  9911,,  007722330033  ((22000033))



Yasuo MIAKE, Asian Winter School, 2012.1.11

OOnnsseett  ooff  ssuupppprreessssiioonn  
bbeettwweeeenn  2222  aanndd  3399  GGeeVV

✓SSuupppprreessssiioonn  nnoott  sseeeenn  <<  3399  GGeeVV44

tainty in the yields that increases from !8% at pT ¼
3 GeV=c to 15% at pT ¼ 6 GeV=c. The part of the spectra
in Cuþ Cu at 200 GeV measured with the high-pT trigger
is subject to an additional uncertainty of 10% related to the
trigger efficiency.

PHENIX has not yet acquired a pþ p data set at
ffiffiffi
s

p ¼
22:4 GeV. In [16] the world’s data on charged and neutral
pion production for 21:7 $ ffiffiffi

s
p $ 23:8 GeVwere scaled toffiffiffi

s
p ¼ 22:4 GeV and fit with Ed3!=d3p ¼ Að1þ
pT=p0Þnð1' 2pT=

ffiffiffi
s

p Þm where A ¼ 174:4 mbGeV'2c3,
p0 ¼ 2:59 GeV=c, n ¼ '17:43, m ¼ 6:15. The scaling
correction was determined with a next-to-leading-order
pQCD calculation. The correction is largest for

ffiffiffi
s

p ¼
23:8 GeV and reduces these spectra by !30%. The sys-
tematic uncertainty of the fit increases from!12% at pT ¼
1:5 GeV=c to !23% at pT ¼ 4:0 GeV=c [16].

The "0 pT spectra for pþ p and central Cuþ Cu
collisions (0%–10% of !CuþCu

inel ) at
ffiffiffiffiffiffiffiffi
sNN

p ¼ 22:4; 62:4
[14], and 200 GeV [6] are shown in Figs. 1(a) and 1(b).
At sufficiently high pT where pion production in pþ p
collisions is dominated by fragmentation of jets, QCD
predicts a scaling law

ffiffiffi
s

p neff ðxT;
ffiffi
s

p Þ Ed3!=d3p ¼ GðxTÞ
with a universal function GðxTÞ where xT ¼ 2pT=

ffiffiffi
s

p
[19]. Figure 1(c) shows that such a scaling in xT is indeed
observed for pþ p collisions at 22.4, 62.4, and 200 GeV,
consistent with previous observations [20]. The xT values
at which the universal curve GðxTÞ is reached indicate that
particle production is dominated by hard processes for
pT * 2 GeV=c.

Nuclear effects on high-pT "0 production can be quan-
tified with the nuclear modification factor

RAAðpTÞ ¼
ð1=Nevt

AAÞd2NAA=dpTdy

hTAAid2!pp=dpTdy
; (1)

where hTAAi ¼ hNcolli=!inel
pp . Figure 2 shows RAAðpTÞ for

the 0%–10% most central Cuþ Cu collisions. The sup-
pression at 62.4 GeV (RAA ( 0:6 for pT * 3 GeV=c) and

200 GeV (RAA ( 0:5–0:6 for pT * 3 GeV=c) is consistent
with expectations from parton energy loss. The RAA > 1 in
Cuþ Cu at 22.4 GeV is similar to the enhancement by a
factor !1:5 (at pT ( 3 GeV=c) observed in pþW rela-
tive to pþ Be collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 19:4 and 23.8 GeV
[21]. For similar Npart values the RAA in Cuþ Cu at
22.4 GeV agrees with the RAA in Pbþ Pb collisions at
17.3 GeV [12].
For pT * 3 GeV=c the measured RAA values at 62.4 and

200 GeV are consistent with a numerically evaluated par-
ton energy-loss model described in [22,23]; see Fig. 2. This
calculation takes into account shadowing from coherent
final state interactions in nuclei [24], Cronin enhancement
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IV.2  Perspective view of the DCal and PHOS integrated on a common support.  As 
discussed in the text, the support structure is a component of the full international project 
scope.  Five PHOS modules are shown although only three, those contiguous with the 
proposed DCal, are installed in ALICE at the moment and considered part of DCal. 
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Jet quenching 3

ment non-perturbatively into a set of final-state hadrons. The characteristic colli-
mated spray of hadrons resulting from the fragmentation of an outgoing parton is
called a “jet”.

Fig. 2. “Jet quenching” in a head-on nucleus-nucleus collision. Two quarks suffer a hard scat-
tering: one goes out directly to the vacuum, radiates a few gluons and hadronises, the other
goes through the dense plasma created (characterised by transport coefficient q̂, gluon density
dNg/dy and temperature T ), suffers energy loss due to medium-induced gluonstrahlung and
finally fragments outside into a (quenched) jet.

One of the first proposed “smoking guns” of QGP formation was “jet quench-
ing” [6] i.e. the attenuation or disappearance of the spray of hadrons resulting from
the fragmentation of a parton having suffered energy loss in the dense plasma pro-
duced in the reaction (Fig. 2). The energy lost by a particle in a medium, &E , pro-
vides fundamental information on its properties. In a general way, &E depends both
on the characteristics of the particle traversing it (energy E , mass m, and charge) and
on the plasma properties (temperature T , particle-medium interaction coupling1 ',
and thickness L), i.e. &E(E,m,T,',L). The following (closely related) variables are
extremely useful to characterise the interactions of a particle inside a medium:

• the mean free path ( = 1/()*), where ) is the medium density () # T 3 for an
ideal gas) and * the integrated cross section of the particle-medium interaction2,

• the opacity N = L/( or number of scatterings experienced by the particle in a
medium of thickness L,

• theDebye mass mD(T )∼ gT (where g is the coupling parameter) is the inverse of
the screening length of the (chromo)electric fields in the plasma.mD characterises
the typical momentum exchanges with the medium and also gives the order of
the “thermal masses” of the plasma constituents,

• the transport coefficient q̂≡m2D/( encodes the “scattering power” of the medium
through the average transverse momentum squared transferred to the traversing
particle per unit path-length. q̂ combines both thermodynamical (mD,)) and dy-
namical (*) properties of the medium [7, 8, 9]:

q̂ ≡ m2D/( = m2D ) * . (2)

1 The QED and QCD coupling “constants” are 'em = e2/(4+) and 's = g2/(4+) respectively.
2 One has (∼ ('T )−1 since the QED,QCD screened Coulomb scatterings are *el # '/T 2.
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Jet quenching 5

one scattering (with cross section d*/dt, where t =Q2 is the momentum transfer
squared) in a medium of temperature T , is:

〈

&E1scatcoll
〉

≈
1
*T

Z tmax

m2D
t
d*
dt

dt . (4)

• Radiative energy loss through inelastic scatterings within the medium (Fig. 3,
right), dominates at higher momenta. This loss can be determined from the cor-
responding single- or double-differential photon or gluon Bremsstrahlung spec-
trum (/ dIrad/d/ or / d2Irad/d/dk2⊥, where /, k⊥ are respectively the energy
and transverse momentum of the radiated photon or gluon):

&E1scatrad =
Z E

/
dIrad
d/

d/ , or &E1scatrad =
Z E Z kT,max

/
d2Irad
d/dk2⊥

d/dk2⊥ . (5)

For incoherent scatterings one has simply: &Etot = N ·&E1scat , where N = L/( is the
medium opacity. The energy loss per unit length or stopping power7 is:

−
dE
dl

=
〈&Etot〉
L

, (6)

which for incoherent scatterings reduces to: −dE/dl =
〈

&E1scat
〉

/(.

Energy losses in QED

As an illustrative example, we show in Fig. 4 the stopping power of muons in cop-
per. At low and high energies, the collisional (aka “Bethe-Bloch”) and the radiative
energy losses dominate respectively.
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Fig. 4. Stopping power, −dE/dl, for positive muons in copper as a function of 12= p/Mc (or
momentum p). The solid curve indicates the total stopping power [15].

Yet, the hot and dense plasma environment that one encounters in “jet quench-
ing” scenarios is not directly comparable to the QED energy loss in cold matter
represented in Fig. 4. A recent review by Peigné and Smilga [16] presents the para-
metric dependences of the energy loss of a lepton traversing a hot QED plasma with
7 By ‘stopping power’, one means a property of the matter, while ‘energy loss per unit length’
describes what happens to the particle. For a given particle, the numerical value and units
are identical (and both are usually written with a minus sign in front).
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4 David d’Enterria

As a numerical QCD example3, let us consider an equilibrated gluon plasma
at T = 0.4 GeV and a strong coupling 's ≈ 0.5 [10]. At this temperature, the
particle (energy) density is )g = 16/+2 ,(3) · T 3 ≈ 15 fm−3 (!g = 8+2/15 · T 4
≈ 17 GeV/fm3), i.e. 100 times denser than normal nuclearmatter () = 0.15 fm−3).
At leading order (LO), the Debye mass is mD = (4+'s)1/2T ≈ 1 GeV. The LO
gluon-gluon cross section is *gg # 9+'2s/(2m2D) ≈ 1.5 mb. The gluon mean free
path in such a medium is (g = 1/()g*gg)# 0.45 fm (the quark mean-free-path is
(q =CA/CF (g ≈ 1 fm, whereCA/CF = 9/4 is the ratio of gluon-to-quark colour
factors). The transport coefficient is therefore q̂ # m2D/(g # 2.2 GeV2/fm. Note
that such a numerical value has been obtained with a LO expression in 's for
the parton-medium cross section. Higher-order scatterings (often encoded in a
“K-factor”≈ 2 – 4) could well result in much larger values of q̂.

• the diffusion constant D, characterising the dynamics of heavy non-relativistic
particles (mass M and speed v) traversing the plasma, is connected, via the Ein-
stein relations

D= 2T 2/- = T/(M .D) (3)

to the momentum diffusion coefficient - – the average momentum squared gained
by the particle per unit-time (related to the transport coefficient as -≈ q̂ v) – and
the momentum drag coefficient .D.

2.2 Mechanisms of in-medium energy loss

In a general way, the total energy loss of a particle traversing a medium is the sum of
collisional and radiative terms4: &E = &Ecoll +&Erad . Depending on the kinematic
region, a (colour) charge can lose energy5 in a plasma with temperature T mainly by
two mechanisms6.

E E- E!

!E

E

E- E!

!E

X
(medium)

Fig. 3. Diagrams for collisional (left) and radiative (right) energy losses of a quark of energy
E traversing a quark-gluon medium.

• Collisional energy loss through elastic scatterings with the medium constituents
(Fig. 3, left) dominates at low particle momentum. The average energy loss in

3 For unit conversion, multiply by powers of !c # 0.2GeV fm (other useful equalities:
10 mb = 1 fm2, and 1 GeV−2 = 0.389 mb).

4 In addition, synchrotron-, Čerenkov- and transition-radiation energy losses can take place
respectively if the particle interacts with the medium magnetic field, if its velocity is greater
than the local phase velocity of light, or if it crosses suddenly from one medium to another.
Also, plasma instabilities may lead to energy losses. Yet, those effects – studied e.g. in [11,
12, 13, 14] for QCD plasmas – are generally less important in terms of the amount of Eloss.

5 Note that if the energy of the particle is similar to the plasma temperature, E ∼ O(T ), the
particle can also gain energy while traversing it.

6 Note that the separation is not so clear-cut since the diagrams assume well-defined asymp-
totic out states, but the outgoing particles may still be in the medium and further rescatter.
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for a quadratic dependence (!ldl) of energy loss in a
longitudinally expanding medium (!1=l), and ! is tuned
to reproduce the central RAA data. The medium density " is
given by two leading candidates of the initial geometry:
MC Glauber geometry "GLðx; yÞ ¼ 0:43"partðx; yÞ þ
0:14"collðx; yÞ, i.e., a mixture of participant density profile
and binary collision profile from PHOBOS [26]; and MC
CGC geometry "CGCðx; yÞ of Drescher and Nara [14]. The
effect of fluctuations for both profiles were included via the
standard rotation procedure [13]. The short-dashed curves
in Fig. 3(a) show that the result for Glauber geometry
without rotation ("GL) compares reasonably well with
those from WHDG [21] and a version of ASW model
from [27]. Consequently, we use the JW model to estimate
the shape distortions due to fluctuations and CGC effects.
The results for Glauber geometry with rotation ("Rot

GL ) and
CGC geometry with rotation ("Rot

CGC) each lead to a
!15%–20% increase of v2 in midcentral collisions.
However, these calculated results still fall below the data.

Figure 3(b) compares the same data with three JW
models for the same matter profiles, but calculated for a
line integral motivated by AdS/CFT correspondence I ¼R
dll". The stronger l dependence for "GL significantly

increases (by >50%) the calculated v2, and brings it close
to the data for midcentral collisions. However, a sizable
fractional difference in the central bin seems to require an
additional increase from fluctuations and CGC geometry.
Figure 3(b) also shows a MR model from [27], which
implements the AdS/CFT l dependence within the ASW
framework [28]; it compares reasonably well with the JW

model for "GL (short-dashed curves). Note that the MR and
JW models in Fig. 3 have been tuned independently to
reproduce the 0–5% #0 RAA data, and they all describe the
centrality dependence of RAA very well [see Figs. 3(c) and
3(d)]. On the other hand, these models predict a stronger
suppression for dihadrons than for single hadrons, opposite
to experimental findings [29]; thus a global confrontation
of any model with all experimental observables is
warranted.
In summary, we presented results on #0 azimuthal an-

isotropy (v2) in 1<pT < 18 GeV=c in Auþ Au colli-
sions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV. The measurements indicate
sizable v2ðpTÞ that decreases gradually for 3 & pT &
7–10 GeV=c, but remains positive for pT > 10 GeV=c.
This large v2 exceeds expectations of PQCD energy-loss
models even at pT ! 10 GeV=c. Estimates of the v2 in-
crease due to modifications of initial geometry from gluon
saturation effects and fluctuations indicate that they are
insufficient to reconcile data and theory. Incorporating an
AdS/CFT-like path-length dependence for jet quenching in
a PQCD-based framework [27] and a schematic model [25]
both compare well with the data. However, more detailed
study beyond these simplified models are required to
quantify the nature of the path-length dependence. Our
precision data provide key constraints on the initial ge-
ometry, medium space-time evolution, and the jet-
quenching mechanisms.
We thank the staff of the Collider-Accelerator and

Physics Departments at BNL for their vital contributions.
We acknowledge support from the Office of Nuclear
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FIG. 3 (color online). v2 vs Npart in 6–9 GeV=c compared with various models: (a) WHDG [21] (shaded bands), ASW [27] (solid
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Jet quenching 29

(f) Non-Abelian (colour factor) dependence

The amount of energy lost by a parton in a medium is proportional to its colour
Casimir factor CR, i.e. CA = 3 for gluons, CF = 4/3 for quarks. Asymptotically, the
probability for a gluon to radiate another gluon is CA/CF = 9/4 times larger than for
a quark and, thus, g-jets are expected to be more quenched than q-jets in a QGP. One
can test such a genuine non-Abelian property of QCD energy loss in two ways:

(1) by measuring hadron suppression at a fixed pT for increasing
√
s [153, 165],

(2) by comparing the suppression of high-pT (anti)protons (coming mostly from
gluon fragmentation) to that of pions (which come from both g and q, q̄).

The motivation for (1) is based on the fact that the fraction of quarks and gluons
scattered at midrapidity in a pp or AA collision at a fixed pT varies with

√sNN in a
proportion given32 by the relative density of q, q̄ and g at the corresponding Bjorken
x = 2pT/

√
s in the proton/nucleus. At large (small) x, the hadronic PDFs are dom-

inated by valence-quarks (by “wee” gluons) and consequently hadroproduction is
dominated by quark (gluon) scatterings. A full NLO calculation [119] (Fig. 22, left)
predicts that hadrons with pT ≈ 5 GeV/c at SPS (LHC) energies are ∼100% pro-
duced by quarks (gluons), whereas at RHIC they come 50%-50% from both species.
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Fig. 22. Left: Relative fraction of quarks and gluons fragmenting into a hadron at pT = 5 GeV/c
in pp collisions in the range

√
s = 10 – 5500 GeV given by NLO pQCD [119]. Right:

RAA(pT = 4 GeV/c) for +0 in central AA collisions as function of collision energy compared
to non-Abelian (solid) and “non-QCD” (dotted) energy loss curves [153, 165].

Figure 22 (right) shows the RAA for 4-GeV/c pions measured at SPS and RHIC
compared to two parton energy loss curves, both normalised at the RAA≈ 1 measured
at SPS and extrapolated all the way up to LHC energies [165]. The lower curve shows
the expected RAA assuming the normal non-Abelian behaviour (&Eg/&Eq = 9/4). The
upper (dotted) curve shows an arbitrary prescription in which quarks and gluons lose
the same energy (&Eg = &Eq). Above

√sNN ≈ 100 GeV, gluons take over as the dom-
inant parent parton of hadrons with pT ≈ 5 GeV/c and, consequently, the RAA values
drop faster in the canonical non-Abelian scenario. The experimental high-pT +0 data
thus supports the expected colour-factor dependence of RAA(

√sNN) [153].

The second test of the colour charge dependence of hadron suppression is based
on the fact that gluons fragment comparatively more into (anti)protons than quarks
do. One would thus naively expect Rp, p̄AA < R+AA. The STAR results (Fig. 23, left)

32 The different “hardness” of quarks and gluons fragmenting into a given hadron at the cor-
responding z= phadron/pparton plays also a (smaller) role.
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tended to illustrate the effect of the heavy ion background
on jet reconstruction, not any underlying physics process.
The dijet asymmetry in peripheral lead-lead events is
similar to that in both proton-proton and simulated events;
however, as the events become more central, the lead-lead
data distributions develop different characteristics, indicat-
ing an increased rate of highly asymmetric dijet events.
The asymmetry distribution broadens; the mean shifts to
higher values; the peak at zero asymmetry is no longer
visible; and for the most central events a peak is visible at
higher asymmetry values (asymmetries larger than 0.6 can
exist only for leading jets substantially above the kinematic
threshold of 100 GeV transverse energy). The !! distri-
butions show that the leading and second jets are primarily
back-to-back in all centrality bins; however, a systematic
increase is observed in the rate of second jets at large
angles relative to the recoil direction as the events become
more central.

Numerous studies have been performed to verify that the
events with large asymmetry are not produced by back-
grounds or detector effects. Detector effects primarily in-
clude readout errors and local acceptance loss due to dead
channels and detector cracks. All of the jet events in this
sample were checked, and no events were flagged as
problematic. The analysis was repeated first by requiring
both jets to be within j"j< 1 and j"j< 2, to see if there is
any effect related to boundaries between the calorimeter
sections, and no change to the distribution was observed.
Furthermore, the highly asymmetric dijets were not found
to populate any specific region of the calorimeter, indicat-

ing that no substantial fraction of produced energy was lost
in an inefficient or uncovered region.
To investigate the effect of the underlying event, the jet

radius parameter R was varied from 0.4 to 0.2 and 0.6 with
the result that the large asymmetry was not reduced. In
fact, the asymmetry increased for the smaller radius, which
would not be expected if detector effects are dominant. The
analysis was independently corroborated by a study of
‘‘track jets,’’ reconstructed with inner detector tracks of
pT > 4 GeV using the same jet algorithms. The inner
detector has an estimated efficiency for reconstructing
charged hadrons above pT > 1 GeV of approximately
80% in the most peripheral events (the same as that found
in 7 TeV proton-proton operation) and 70% in the most
central events, due to the approximately 10% occupancy
reached in the silicon strips. A similar asymmetry effect is
also observed with track jets. The jet energy scale and
underlying event subtraction were also validated by corre-
lating calorimeter and track-based jet measurements.
The missing ET distribution was measured for minimum

bias heavy ion events as a function of the total ET deposited
in the calorimeters up to about "ET ¼ 10 TeV. The reso-
lution as a function of total ET shows the same behavior as
in proton-proton collisions. None of the events in the jet-
selected sample was found to have an anomalously large
missing ET .
The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large fraction
of the recoil energy. Fewer than 2% of the events have a
muon with pT > 10 GeV, potentially recoiling against the
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tended to illustrate the effect of the heavy ion background
on jet reconstruction, not any underlying physics process.
The dijet asymmetry in peripheral lead-lead events is
similar to that in both proton-proton and simulated events;
however, as the events become more central, the lead-lead
data distributions develop different characteristics, indicat-
ing an increased rate of highly asymmetric dijet events.
The asymmetry distribution broadens; the mean shifts to
higher values; the peak at zero asymmetry is no longer
visible; and for the most central events a peak is visible at
higher asymmetry values (asymmetries larger than 0.6 can
exist only for leading jets substantially above the kinematic
threshold of 100 GeV transverse energy). The !! distri-
butions show that the leading and second jets are primarily
back-to-back in all centrality bins; however, a systematic
increase is observed in the rate of second jets at large
angles relative to the recoil direction as the events become
more central.

Numerous studies have been performed to verify that the
events with large asymmetry are not produced by back-
grounds or detector effects. Detector effects primarily in-
clude readout errors and local acceptance loss due to dead
channels and detector cracks. All of the jet events in this
sample were checked, and no events were flagged as
problematic. The analysis was repeated first by requiring
both jets to be within j"j< 1 and j"j< 2, to see if there is
any effect related to boundaries between the calorimeter
sections, and no change to the distribution was observed.
Furthermore, the highly asymmetric dijets were not found
to populate any specific region of the calorimeter, indicat-

ing that no substantial fraction of produced energy was lost
in an inefficient or uncovered region.
To investigate the effect of the underlying event, the jet

radius parameter R was varied from 0.4 to 0.2 and 0.6 with
the result that the large asymmetry was not reduced. In
fact, the asymmetry increased for the smaller radius, which
would not be expected if detector effects are dominant. The
analysis was independently corroborated by a study of
‘‘track jets,’’ reconstructed with inner detector tracks of
pT > 4 GeV using the same jet algorithms. The inner
detector has an estimated efficiency for reconstructing
charged hadrons above pT > 1 GeV of approximately
80% in the most peripheral events (the same as that found
in 7 TeV proton-proton operation) and 70% in the most
central events, due to the approximately 10% occupancy
reached in the silicon strips. A similar asymmetry effect is
also observed with track jets. The jet energy scale and
underlying event subtraction were also validated by corre-
lating calorimeter and track-based jet measurements.
The missing ET distribution was measured for minimum

bias heavy ion events as a function of the total ET deposited
in the calorimeters up to about "ET ¼ 10 TeV. The reso-
lution as a function of total ET shows the same behavior as
in proton-proton collisions. None of the events in the jet-
selected sample was found to have an anomalously large
missing ET .
The events containing high-pT jets were studied for the

presence of high-pT muons that could carry a large fraction
of the recoil energy. Fewer than 2% of the events have a
muon with pT > 10 GeV, potentially recoiling against the
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Fig. 3. RAA in central (0–5%) and peripheral (70–80%) Pb–Pb collisions at
√

sNN =
2.76 TeV. Error bars indicate the statistical uncertainties. The boxes contain the
systematic errors in the data and the pT dependent systematic errors on the pp
reference, added in quadrature. The histograms indicate, for central collisions only,
the result for RAA at pT > 6.5 GeV/c using alternative pp references obtained by
the use of the pp̄ measurement at

√
sNN = 1.96 TeV [30] in the interpolation pro-

cedure (solid) and by applying NLO scaling to the pp data at 0.9 TeV (dashed) (see
text). The vertical bars around RAA = 1 show the pT independent uncertainty on
〈Ncoll〉.

good agreement with the reference obtained from interpolation is
found. Starting instead from 0.9 TeV results in a spectrum which is
30–50% higher than the interpolation reference. The pp reference
spectra derived from the use of the CDF data in the interpolation
and from NLO scaling of the 0.9 TeV data are used in the follow-
ing to illustrate the dependence of RAA at high pT on the choice
of the reference spectrum.

The pT distributions of primary charged particles in central
and peripheral Pb–Pb collisions at 2.76 TeV are shown in Fig. 2,
together with the binary-scaled yields from pp collisions. The
pT -dependence is similar for the pp reference and for periph-
eral Pb–Pb collisions, exhibiting a power law behaviour at pT >
3 GeV/c, which is characteristic of perturbative parton scattering
and vacuum fragmentation. In contrast, the spectral shape in cen-
tral collisions clearly deviates from the scaled pp reference and is
closer to an exponential in the pT range below 5 GeV/c.

Fig. 3 shows the nuclear modification factor RAA for central and
peripheral Pb–Pb collisions. The nuclear modification factor de-
viates from one in both samples. At high pT , where production
from hard processes is expected to dominate, there is a marked
difference between peripheral and central events. In peripheral
collisions, the nuclear modification factor reaches about 0.7 and
shows no pronounced pT dependence for pT > 2 GeV/c. In central
collisions, RAA is again significantly different from one, reaching
a minimum of RAA ≈ 0.14 at pT = 6–7 GeV/c. In the intermedi-
ate region there is a strong dependence on pT with a maximum
at pT = 2 GeV/c. This may reflect a variation of the particle com-
position in heavy-ion collisions with respect to pp, as observed at
RHIC [32,33]. A significant rise of RAA by about a factor of two is

Fig. 4. Comparison of RAA in central Pb–Pb collisions at LHC to measurements at√
sNN = 200 GeV by the PHENIX [34] and STAR [35] experiments at RHIC. The error

representation of the ALICE data is as in Fig. 3. The statistical and systematic errors
of the PHENIX data are shown as error bars and boxes, respectively. The statisti-
cal and systematic errors of the STAR data are combined and shown as boxes. The
vertical bars around RAA = 1 indicate the pT independent scaling errors on RAA .

observed for 7 < pT < 20 GeV/c. Shown as histograms in Fig. 3,
for central events only, are the results for RAA at high pT , using
alternative procedures for the computation of the pp reference, as
described above. For such scenarios, the overall value for RAA is
shifted, but a significant increase of RAA in central collisions for
pT > 7 GeV/c persists.

In Fig. 4 the ALICE result in central Pb–Pb collisions at the
LHC is compared to measurements of RAA of charged hadrons
(
√

sNN = 200 GeV) by the PHENIX and STAR experiments [34,
35] at RHIC. At 1 GeV/c the measured value of RAA is similar
to those from RHIC. The position and shape of the maximum at
pT ∼ 2 GeV/c and the subsequent decrease are similar at RHIC and
LHC, contrary to expectations from a recombination model [36].
Despite the much flatter pT spectrum in pp at the LHC, the nu-
clear modification factor at pT = 6–7 GeV/c is smaller than at
RHIC. This suggests an enhanced energy loss at LHC and there-
fore a denser medium. A quantitative determination of the energy
loss and medium density will require further investigation of gluon
shadowing and saturation in the present energy range and detailed
theoretical modeling.

In summary, we have measured the primary charged particle
pT spectra and nuclear modification factors RAA in central (0–5%)
and peripheral (70–80%) Pb–Pb collisions at

√
sNN = 2.76 TeV with

the ALICE experiment. The nuclear modification factor in periph-
eral collisions is large and independent of pT for pT > 2 GeV/c,
indicating only weak parton energy loss. For central collisions, the
value for RAA is found to be ∼0.14 at pT = 6–7 GeV/c, which
is smaller than at lower energies, despite the much less steeply
falling pT spectrum at the LHC. Above 7 GeV/c, RAA increases sig-
nificantly. The observed suppression of high-pT particles provides
evidence for strong parton energy loss and large medium density
at the LHC.
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ities [7] but is in agreement with some models that include
viscous corrections which at the LHC become less impor-
tant [12,15–18].

In summary we have presented the first elliptic flow
measurement at the LHC. The observed similarity at
RHIC and the LHC of pt-differential elliptic flow at low
pt is consistent with predictions of hydrodynamic models
[7,14]. We find that the integrated elliptic flow increases
about 30% from

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV at RHIC to
ffiffiffiffiffiffiffiffi
sNN

p ¼

2:76 TeV. The larger integrated elliptic flow at the LHC is
caused by the increase in the mean pt. Future elliptic flow
measurements of identified particles will clarify the role of
radial expansion in the formation of elliptic flow.
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ITS-TPC and TPC stand-alone tracking are in excellent
agreement. Because of the smaller corrections for the
azimuthal acceptance, the results obtained using the TPC
stand-alone tracks are presented in this Letter.

The pt-differential flow was measured for different
event centralities using various analysis techniques. In
this Letter we report results obtained with 2- and 4-particle
cumulant methods [34], denoted v2f2g and v2f4g. To cal-
culate multiparticle cumulants we used a new fast and
exact implementation [35]. The v2f2g and v2f4g measure-
ments have different sensitivity to flow fluctuations and
nonflow effects—which are uncorrelated to the initial ge-
ometry. Analytical estimates and results of simulations
show that nonflow contributions to v2f4g are negligible
[36]. The contribution from flow fluctuations is positive
for v2f2g and negative for v2f4g [37]. For the integrated
elliptic flow we also fit the flow vector distribution [38] and
use the Lee-Yang zeros method [39], which we denote by
v2fq-distg and v2fLYZg, respectively [40]. In addition to
comparing the 2- and 4-particle cumulant results we also
estimate the nonflow contribution by comparing to corre-
lations of particles of the same charge. Charge correlations
due to processes contributing to nonflow (weak decays,
correlations due to jets, etc.) lead to stronger correlations
between particles of unlike charge sign than like charge
sign.

Figure 2(a) shows v2ðptÞ for the centrality class 40%–
50% obtained with different methods. For comparison, we
present STAR measurements [41,42] for the same central-
ity from Au-Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, indicated
by the shaded area. We find that the value of v2ðptÞ does
not change within uncertainties from

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV to
2.76 TeV. Figure 2(b) presents v2ðptÞ obtained with the 4-
particle cumulant method for three different centralities,
compared to STAR measurements. The transverse momen-
tum dependence is qualitatively similar for all three cen-
trality classes. At low pt there is agreement of v2ðptÞ with
STAR data within uncertainties.

The integrated elliptic flow is calculated for each cen-
trality class using the measured v2ðptÞ together with the
charged particle pt-differential yield. For the determina-
tion of integrated elliptic flow the magnitude of the charged
particle reconstruction efficiency does not play a role.
However, the relative change in efficiency as a function
of transverse momentum does matter. We have estimated
the correction to the integrated elliptic flow based on
HIJING and THERMINATOR simulations. Transverse momen-
tum spectra in HIJING and THERMINATOR are different,
giving an estimate of the uncertainty in the correction.
The correction is about 2% with an uncertainty of 1%. In
addition, the uncertainty due to the centrality determina-
tion results in a relative uncertainty of about 3% on the
value of the elliptic flow.

Figure 3 shows that the integrated elliptic flow increases
from central to peripheral collisions and reaches a

maximum value in the 50%–60% and 40%–50% centrality
class of 0:106$ 0:001ðstatÞ $ 0:004ðsystÞ and 0:087$
0:002ðstatÞ $ 0:003ðsystÞ for the 2- and 4-particle cumu-
lant method, respectively. It is also seen that the measured
integrated elliptic flow from the 4-particle cumulant, from
fits of the flow vector distribution, and from the Lee-Yang
zeros method, are in agreement. The open markers in Fig. 3
show the results obtained for the cumulants using particles
of the same charge. The 4-particle cumulant results agree
within uncertainties for all charged particles and for the
same charge particle data sets. The 2-particle cumulant
results, as expected due to nonflow, depend weakly on
the charge combination. The difference is most pro-
nounced for the most peripheral and central events.
The integrated elliptic flow measured in the 20%–30%

centrality class is compared to results from lower energies
in Fig. 4. For the comparison we have corrected the inte-
grated elliptic flow for the pt cutoff of 0:2 GeV=c. The
estimated magnitude of this correction is ð12$ 5Þ% based
on calculations with THERMINATOR. The figure shows that
there is a continuous increase in the magnitude of the
elliptic flow for this centrality region from RHIC to LHC
energies. In comparison to the elliptic flow measurements
in Au-Au collisions at

ffiffiffiffiffiffiffiffi
sNN

p ¼ 200 GeV, we observe
about a 30% increase in the magnitude of v2 at

ffiffiffiffiffiffiffiffi
sNN

p ¼
2:76 TeV. The increase of about 30% is larger than in
current ideal hydrodynamic calculations at LHC multiplic-
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p ¼ 200 GeV.
(b) v2f4gðptÞ for various centralities compared to STAR mea-
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shifted in pt for visibility.
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FIG. 1: Energy density E/µ4 as a function of time v and
longitudinal coordinate z.

disjoint support. Although this is not exactly true for our
Gaussian profiles, the residual error in Einstein’s equa-
tions is negligible when the separation of the incoming
shocks is more than a few times the shock width.

To find the initial data relevant for our metric ansatz
(1), we solve (numerically) for the di↵eomorphism trans-
forming the single shock metric (8) from Fe↵erman-
Graham to Eddington-Finkelstein coordinates. In par-
ticular, we compute the anisotropy function B± for each
shock and sum the result, B = B

+

+ B�. We choose the
initial time v

0

so the incoming shocks are well separated
and the B± negligibly overlap above the apparent hori-
zon. The functions a

4

and f
2

may be found analytically,

a
4

= � 4

3

[h(v
0

+z)+h(v
0

�z)] , f
2

= h(v
0

+z)�h(v
0

�z).
(10)

A complication with this initial data is that the metric
functions A and F become very large deep in the bulk,
degrading convergence of their spectral representations.
To ameliorate the problem, we slightly modify the initial
data, subtracting from a

4

a small positive constant �.
This introduces a small background energy density in
the dual quantum theory. Increasing � causes the regions
with rapid variations in the metric to be pushed inside
the apparent horizon, out of the computational domain.

We chose a width w = 0.75/µ for our shocks. The
initial separation of the shocks is �z = 6.2/µ. We chose
� = 0.014 µ4, corresponding to a background energy den-
sity 50 times smaller than the peak energy density of the
shocks. We evolve the system for a total time equal to
the inverse of the temperature associated with the back-
ground energy density, T

bkgd

= 0.11 µ.

Results and discussion.— Figure 1 shows the energy
density E as a function of time v and longitudinal position
z. On the left, one sees two incoming shocks propagating
toward each other at the speed of light. After the colli-
sion, centered on v = 0, energy is deposited throughout
the region between the two receding energy density max-
ima. The energy density after the collision does not re-
semble the superposition of two unmodified shocks, sepa-
rating at the speed of light, plus small corrections. In par-

 

 

0 2 4 6
0

2

4

6

−0.1

0

0.1

0.2

µv

µz

Thursday, November 11, 2010

FIG. 2: Energy flux S/µ4 as a function of time v and longi-
tudinal coordinate z.

−2 0 2 4 6

0

0.25

0.5

0.75

0 1 2 3 4 5 6

0

0.05

0.1

0.15

0.2

 

 

P?/µ4

P||/µ4

hydro

µv µv

µz = 0 µz = 3

Wednesday, November 10, 2010

FIG. 3: Longitudinal and transverse pressure as a function
of time v, at z = 0 and z = 3/µ. Also shown for compari-
son are the pressures predicted by the viscous hydrodynamic
constitutive relations.

ticular, the two receding maxima are moving outwards at
less than the speed of light. To elaborate on this point,
Figure 2 shows a contour plot of the energy flux S for
positive v and z. The dashed curve shows the location
of the maximum of the energy flux. The inverse slope
of this curve, equal to the outward speed of the maxi-
mum, is V = 0.86 at late times. The solid line shows the
point beyond which S/µ4 < 10�4, and has slope 1. Ev-
idently, the leading disturbance from the collision moves
outwards at the speed of light, but the maxima in E and
S move significantly slower.

Figure 3 plots the transverse and longitudinal pressures
at z = 0 and z = 3/µ, as a function of time. At z = 0,
the pressures increase dramatically during the collision,
resulting in a system which is very anisotropic and far
from equilibrium. At v = �0.23/µ, where Pk has its
maximum, it is roughly 5 times larger than P?. At late
times, the pressures asymptotically approach each other.
At z = 3/µ, the outgoing maximum in the energy density
is located near v = 4/µ. There, Pk is more than 3 times
larger than P?.

The fluid/gravity correspondence [17] implies that at
su�ciently late times the evolution of Tµ⌫ will be de-
scribed by hydrodynamics. To test the validly of hydro-
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